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Specification of Instrument Spectral Sizing Concepts, Spectral Errors 
and Geo-Physical Scenarios 
 
Jochen Landgraf and Joost aan de Brugh  
SRON Netherlands Institute for Space Research 
 
Andre Butz and Kaspar Graf 
DLR German Aerospace Center 

Abstract: 
 
This document summarizes the instrument spectral sizing concepts and the modelling of 
instrument error sources to be used in WP2000. Additionally, we discuss and define the 
ensembles of measurement test data for the evaluation the sizing concepts. 
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1 Instrument Concepts and Error Sources 

1.1 Spectral sizing point 
The spectral sizing points to be investigated in WP 2000 are summarized in Tab 1. 
 

Instrument sizing 
point 

A B B’ B’’ C D ER 

Spectral 
bands 
[nm] 

NIR 756-773 747-773 747-773 747-773 758-772 758.35-768.65 747 – 773 

SW-1 1559-1675 1590-1675 1590-1675 1590-1675 1591-1621 1596.85-1618.55 1559 – 1675 
SW-2 2043-2095 1925-2095 1993-2095 2044-2095 2042-

2081 
2023.25-
2050.75 

1993 – 2095 

Resolution 
[nm]/ 
sampling 
ratio 

NIR 0.045/2.5 0.1/3.14 0.1/3.14 0.1/3.14 0.042/2.5 0.032/2.905 0.12 / 3 

SW-1 0.30/2.5 0.3/3.14 0.3/3.14 0.3/3.14 0.076/2.5 0.067/2.914 0.26 / 3 

SW-2 0.13/2.5 0.55/3.29 0.3/3.00 0.15/3.00 0.097/2.5 0.085/2.924 0.32 / 3 

SNR 
coefficients 
a and b 
(Eq. 1) 

NIR 2.81E-
15/160540 

4.47E-
15/160540. 

4.47E-
15/160540. 

4.47E-
15/160540. 

8.36E-016 
/   2944. 

8.423E-16 / 
657350 

4.75E-
15/235000 

SW-1 2.88E-14/ 
333979 

2.29E-14/ 
333297 

2.29E-14/ 
333297 

2.29E-14/ 
333297 

4.15E-015  
/ 20277. 

3.571E-15 / 
654978 

1.14E-14/ 
235000 

SW-2 1.22E-14/ 
324402 

3.91E-14/ 
323636 

2.34E-14/ 
307985 

1.17E-
14/307985 

6.39E-015 
/  56295. 

5.670E-15 / 
648609 

1.47E-14/ 
235000 

Remark/reference Adapted 
from AD-1 

Adapted 
from AD-2 

(B. Sierk, 
email 
10.07.2017) 

(B. Sierk, 
email 
10.07.2017) 

Adapted 
from RD-
2, RD-3, 
RD-4, RD-
5 

Adapted 
MicroCab 
performance, 
pers. (B. Sierk, 
email 
20.02.2017) 

Based on 
equal 
resolving 
power 
concept (B. 
Sierk, email 
19.04.218) 

Table 1: Spectral sizing points. Concept A and B is simulated for the same detector readout 
noise of 150 electrons. The concepts B’ and B’’ represents two deviations of concept B with 
respect to spectral coverage and resolution of the SW-2 band.  
 
 
The table includes coefficients of the signal to noise (SNR) ratio model  
 

SNR =	
𝑎𝐿

√𝑎𝐿 + 𝑏
 (1) 

 
where 𝐿 is the spectral radiance and 𝑎 and 𝑏 parametrizes the signal dependent and 
independent SNR performance of a spectral sizing concept [Sierk and Caron, 2012, RD-1]. Here, 
𝐿 is given in photons / (m2 s sr μm), 𝑎 has the inverse units (m2 s sr μm) / photons, and 𝑏 is 
unitless.   
 
Instrument sizing point A 
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This instrument sizing point is based on the CarbonSat MRD 1.0 (AD-1) instrument concept but 
the SNR parametrization is derived from ESA’s SNR model (email Bernd Sierk, 18 November, 
2016). 
 
Instrument sizing point B 
This sizing point reflects the CarbonSat MRD 1.2 concept (AD-2) using the same SNR model as 
for instrument concept A but adapting the spectral resolution, band width and sampling in Tab. 1. 
Thus, both instrument sizing points A and B rely on the same instrument etendue (i.e. same pupil 
size and angular field of view, email Bernd Sierk, 18 November, 2016). Concept B’ and B’’ are to 
deviation altering the spectral sizing of the SW-2 band considering an enhanced spectral 
resolution on cost of a reduced spectral band width. 
 
Instrument sizing point C 
This instrument sizing point is adapted from the OCO-2 instrument specification as provided by 
RD-2 and RD-3. The SNR of the OCO-2 radiance measurements are given per spatial and 
spectral pixels of the individual bands by  

SNR =
10	𝐿

-𝐿!"#(𝑐$%&!"#
$'' + 𝑐'

%𝐿)
 (2) 

 
where the coefficients 𝑐! and 𝑐" are determined during instrument calibration and 𝐿#$% is the 
maximum measurable radiance signal per band. They are provided as part of the OCO-2 level-1 
data product (see RD-4 and RD-5). To describe the mean instrument performance for the 
purpose of this study, we considered only detector pixels flagged as ‘good’ and averaged those 
coefficients 𝑐! and 𝑐" over the spatial and spectral dimension of the NIR, SWIR-1 and SWIR-2 
spectral band of OCO-2. Subsequently we determined coefficient 𝑎 and 𝑏 in Eq. (1) by 
 

𝑎	 = 	 $''
&!"#	)$%

 and 𝑏	 = 	)&
%

)$'
 (3) 

 
For each band, Tab. 1 reports the corresponding values. 
 
Instrument sizing point D 
This instrument point reflects the MicroCarb instrument performance. The values of coefficient 𝑎 
and	𝑏 were fitted using the recently updated data sheet from CNES (email Bernd Sierk, 18 
November, 2016). Since the fit uses only 3 data points, the reliability of the fit results is not high.  
 
Instrument sizing point ER 
This spectral sizing point adapts the noise performance of concept B but assumes an the same 
resolving power for all the band. Thus, the width of the SWIR-2 is reduced omitting the SWIR-2a 
sub-band but with an enhanced spectral resolution in the SWIR-2b and SWIR-2c spectral 
ranges.     

1.2 Distortion of the Instrument Spectral Response Function 
  
To describe the spectral response function (ISRF) of a future CO2 spectrometer, we propose to 
use a ISRF of the form 



 
TECHNICAL NOTE 

Doc. no. :  SRON-CSS-TN-2016-002 
Issue :  5 
Date :  06 May 2019 
Cat :  4 
Page :  7 of 27 

CO2 Spectral 
Sizing Study 

 

𝑆(𝑥) = 	𝐻 ∘ 𝑔(𝑥) (4) 

with a scaling of the function domain by the instrument spectral resolution	ℎ,    
𝑔(𝑥) =

𝑥
ℎ

 (5) 

and the shape function 
 

𝐻(𝑧) = 𝐴	 exp4−2&! ln 2 |(1 + 𝑎" + sgn(𝑧)	𝑎')𝑧|&!(	&"(*+,(.)&#>									  (6) 

 
(RD-6: Nadarajah, 2005; RD-7: Beirle et al., 2016). Here,  
 

sgn(𝑧) = ?				1		for	𝑧	 ≥ 0
−1			for	𝑧	 < 0 (7) 

is the sign function. The parameters are chosen such that the set (𝑘!, 𝑘" = 0, 𝑘' = 0, 𝑎" = 0, 𝑎' =
0) represents the unperturbed reference ISRF and parameters 𝑘", 𝑘', 𝑎" and 𝑎' describe the 
shape distortion. In detail, parameter 𝑎" > 0 describes a symmetric spectral stretch of the ISRF, 
𝑘" > 0 an extra flatness and 𝑎', 𝑘' indicate an asymmetric distortion. Moreover, 𝐴 is the 
normalization constant. For the unperturbed reference case, Eq. (6) reduces to the generalized 
normal distribution function (RD-6: Nadarajah, 2005) and the corresponding ISRF has the full-
width-half-maximum ℎ.  
To investigate the effect of ISRF distortion for the retrieval of CO2, we simulate the measurement 
spectra by convolving line-by-line model spectra with a reference ISRF. To be consistent with 
previous studies, we choose a Gaussian ISRF, so  𝑘! = 2. The corresponding shape function 𝐻 
is shown in Fig. 1.  For the retrieval, we assume a set of distorted ISRF, where for the first four 
cases we perturb only one of the parameters 𝑘" 𝑘', 𝑎" and 𝑎' such that the ISRF distortion is 
compliant with the corresponding requirement of the CarbonSat Mission Requirement Document 
(MRD) [AD-2]. Additionally, we consider two case where we perturb the parameter sets (𝑎", 𝑘") 
and (𝑎', 𝑘').  
 

 
Table 2 summarizes the six parameter sets of distorted ISRFs and Fig. 2 depicts the 
corresponding distortion relative to the reference shape function. Here, the difference is 
expressed relative to the maximum of the reference ISRF after normalization.   
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Figure 1: Gaussian shape function (𝑘! = 2, 𝑘" = 𝑘' = 𝑎" = 𝑎' = 0) 

 
 

 
Figure 2: ISRF distortion as defined in Tab. 2. The distortion is defined relative to the 
maximum of the reference ISRF after normalization. 
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 𝑎" 𝑘" 𝑎' 𝑘' 
Distortion 1 0.01 0.0 0.0 0.0 
Distortion 2 0.0 0.04 0.0 0.0 
Distortion 3 0.0 0.0 0.013 0.0 
Distortion 4 0.0 0.0 0.0 0.036 
Distortion 5 0.0 0.0 0.023 0.075 
Distortion 6 0.014 0.095 0.0 0.0 

 

 
Table 2: ISRF parameters for the distorted ISRFs 

 

1.3 Stray light simulations 
Usually, we mean by ‘spectrometer stray light’ light in the instrument, which was not intended by 
its design. This definition intends to contrast the real propagation of light in an instrument from its 
ideal performance and for the purpose of measurement simulation it has to be translated to a 
strict mathematical definition. Therefore, we start from a general description of the measurement 
process by 

𝐼01#2$* =J𝑑𝑥𝑑𝜆	𝐾01(𝑥, 𝜆)𝐼343(𝑥, 𝜆) 
(8) 

where 𝐼01#2$* represents the simulated measurement by a two-dimensional detector at pixel (𝑖, 𝑗) 
and 𝐼343(𝑥, 𝜆) is the geophysical spectral radiance field at a swath position 𝑥 and at wavelength 𝜆. 
The instrument kernel 𝐾01(𝑥, 𝜆) describes the optical transmission of light through the instrument.  
Simulating a well-calibrated instrument, the instrument kernel must be normalized, 
  

J𝑑𝑥𝑑𝜆	𝐾01(𝑥, 𝜆) = 1 (9) 

 
Analogous, we describe the performance of an ideal instrument without any stray light by 

𝐼01562$7 =J𝑑𝑥𝑑𝜆	𝐾01562$7(𝑥, 𝜆)𝐼343(𝑥, 𝜆) 
 (10) 

with the normalized instrument kernel 𝐾01562$7. It is common to factorize 𝐾01089:3 by 
𝐾01062$7(𝑥, 𝜆) = 𝜑1(𝑥)𝑠0(𝜆) (11) 

 
with the point spread function 𝜑1 and the ISRF 𝑠0. Both 𝜑 and 𝑠 are normalized to one. To 
simulate spectral measurements, we assume a Gaussian ISRF as described in Sec. 2 and a 
geometrical projection of the instrument entrance slit on the ground for 𝜑, namely  

𝜑1(𝑥) = R
1
Δ𝑥 for	𝑥1 − Δ𝑥 < 𝑥 < 	𝑥1 + Δ𝑥

0 else
 

(12) 

 
where we assign detector index 𝑖 to the spectral dimension and index 𝑗 to the spatial dimension 
across flight direction. Here 𝑥1 is the centre of the ground pixel and	Δ𝑥 is the spatial sampling 
distance. Note that in case of spatial co-adding, we refer here to the original sampling distance 
before co-adding.  For all spectral sizing concepts, we assume a spatial sampling distance   Δ𝑥 =
"
;
km with a co-adding factor of 6, resulting in an across track sampling of 2 km.  
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Finally, we consider stray light 𝐼01

<=>$? as an additive contribution to the actually measured signal  
 

𝐼01#2$* =	 𝐼01562$7 + 𝐼01
<=>$? (13) 

with    
 

𝐼01
*=>$? =J𝑑𝑥𝑑𝜆	𝐾01

<=>$?(𝑥, 𝜆)𝐼343(𝑥, 𝜆) 
(14) 

and stray light kernel 𝐾01
<=>$?, respectively. Obviously, the stray light contribution in Eq. (13) 

violates the assumption of a well calibrated instrument and so Eq. (13) needs to be renormalized. 
For this purpose, we consider the norm of the stray light kernel 

𝜅 =J𝑑𝑥𝑑𝜆	𝐾01
<@A:B(𝑥, 𝜆), (15) 

which is also known as the total internal scattering (TIS) of the spectrometer. So, the 
renormalization yields 

𝐼01 =
1

1 + 𝜅
	?𝐼01562$7 + 𝐼01

*=>$?W (16) 

To achieve a meaningful comparison of the different sizing concepts, we assume 𝜅 to be 
independent on the specific spectral sizing, namely  
 

	
𝜅!"# = 0.009
𝜅$%& = 0.007
𝜅$%' = 0.005

 
(17) 

 
For the purpose of this study, we adapt the stray light model of [RD-8] of the CarbonSat 
instrument concept AD-2, which comprises in-field and in-band stray light.  I t  is composed of 

• Diffuse stray light, due to roughness and contamination of the optical surfaces 
• Ghost, due to reflections on optical surfaces 
• Diffraction and aberrations 

and the Bidirectional Straylight Distribution Function (BSDF) is given as a function of detector 
indices 𝑖 and 𝑗 

𝐵𝑆𝐷𝐹(𝑖, 𝑖!, 𝑗, 𝑗!) =
𝐴

𝐵 + [(𝑖 − 𝑖!)' + (𝑗 − 𝑗!)']
$
#
	 (18) 

 We modify this discrete function to the continuous stray light kernel in Eq. (14) by 

𝐾01
*=>$?(𝑥, 𝜆) = 𝑎

𝐴

𝐵 + 4(CDC%EC )
' + (FDF&EF )

'>
$
#
	 (19) 

 
where 𝜆0 is the wavelength assigned to pixel (𝑖, 𝑗), Δ𝜆 is the spectral sampling interval (see 
appendix for further explanations). For each sampling concept, constant 𝑎 is adjusted to satisfy 
Eq. (15).  
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Furthermore, we determine the stray light kernel over a domain of 150 spectral and spatial 
samplings and discard the inner part of the kernel defined by a rectangle of ±4 full-wdith half-
maxima (±12 Dl in the spectral dimension) and ±2 km (±6Dx in the across track dimension). This 
domain is covered by the ISRF and the requirement of homogenous clear sky scenes of adjacent 
pixels. The parameters A, B and g are taken from RD-8 and are summarized in Tab. 3. Figure 3 
shows an example of the stray light kernel.  
 

 Stray light kernel parameters 
NIR SWIR-1 SWIR-2 

log10(A) -3.1 -3.5 -3.6 
log10(B) 2.7 2.6 3.0 

g 2.2 2.0 2.0 
 
Table 3: Stray light kernel parameters adapted from RD-8 
 
 

 
Figure 3: Stray light kernel 𝐾() for the SWIR-1 band. The domain of the ISRF is discarded at the centre of 

the stray light kernel.  
 
Using our approach to model stray light, radiance line-by-line spectra are required, which include 
spectra outside the spectral band definition and beyond the swath of the spectrometer. Hence, 
the top-of-atmosphere radiance spectra of the orbit ensemble in Sec. 2.4 exceeds the spectral 
band definition by at least ±100 spectral samplings and its spatial coverage includes simulation 
200 km to the east and west of the spectrometer swath.  
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1.4 Instrument Polarization Sensitivity 

 
Figure 4: Instrument Müller matrix elements 𝑀'', 𝑀'$ and 𝑀'% for the NIR, SWIR-1 and SWIR-2 spectral 
bands for the left- and right-edge and sub-satellite point of the swath.   

 
To infer CO2 column densities from the simulated measurements, we assume as baseline a 
polarization insensitive instrument. A remaining polarization sensitivity of the instrument can be 
described as a radiometric perturbation 
  

𝛿𝐼 =
𝑀!"

𝑀!!
𝑄 +

𝑀!'

𝑀!!
𝑈 (10) 

where Stokes parameter Q and U are simulated by a vector radiative transfer model for 
measurement ensemble G2 (see Sec 2.2). The Müller matrix elements 𝑀!!, 𝑀!" and 𝑀!' are 
adapted from instrument simulations of the CarbonSat instrument concept (email Bernd Sierk, 
21-11-2016). Figure 4 shows the relevant elements with a significant dependence of the 
polarization sensitivity on the viewing geometry. For a proper application of Eq. 10, it is important 
to realize that the Stokes parameters U and Q and the Müller matrix are defined with respect to 
the same reference frame. The radiative transfer model LINTRAN defines U and Q with respect 
to the local meridian plane, which is defined by the local zenith and the propagation direction of 
the observed light. The Müller matrix in Figure 4 is defined with respect to the instrument plane 
given by the instrument entrance slit. For a nadir viewing instrument with the sub-satellite point in 
the slit projection, these reference frames are identical. 
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1.5 Radiometric offset 
 
An uncorrected additive offset of the level-1 Earth radiance measurements has a serve impact 
on the CO2 data product. To study its effect for the different instrument spectral sizing, we will 
study the induced CO2 error due to a offset according to the CarbonSat requirement MRD 1.2. 
The radiometric offset will be superposed on the measurement simulation in absolute units 
[photons/(cm2 nm s sr)].  

 

 
 

1.6 Detector non-linearity 
An important radiometric error on the SWIR-1 and SWIR-2 spectral measurements may be due 
to detector non-linearity, which addresses the radiometric response of the detector device with 
respect to an input signal. Generally, the linear response will be captured by the radiometric 
calibration of the instrument, however any deviation of a linear response may cause significant 
radiometric errors. For this study, we will consider the non-linear detector response as depicted 
in Figure 5 and 6 for instrument concept A and B of Tab. 1.  The figures do not consider any 
correction for non-linearity as part of the L0-1 processing, however, in practice it is very likely 
that this processing step will include such a radiometric correction based on on-ground 
calibrations.  The efficiency of such a correction is hard to predict for the project team and 
probably depends on the detector filling also shown in Figure 5 and 6. In case such a correction 
should be considered, input is needed from ESA on the efficiency of such a correction scheme 
as function of the input signal.   
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Figure 5: Relative radiometric error on the SWIR-1 output signal 𝐼*+, as a function of the input signal 𝐼-. 
for instrument concept A (blue) and B (red) in Tab. 1 (upper panel) and the detector filling as a function 
of 𝐼-. (lower panel). Data are available at the project ftp (./WP1000/NL_Data_ESA).  
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Figure 6:  Same as Figure 5 but for the SWIR-2 spectral band.  

 

2 Ensembles of model atmospheres 
The Section summarizes ensembles of model atmospheres, which will be used to derive line-by-
line top-of-atmosphere spectra to simulate test data sets of measurements. The spectra are 
simulated for the spectral ranges indicated in Tab 4. 
  

interval l𝒊 [nm] l𝒇 [nm] 
NIR 696.34 823.78 
SWIR-1 1536.86 1729.14 
SWIR-2 1869.72 2149.79 

 
Table 4: Spectral intervals [l- , 𝜆/] of the line-by-line spectra with a spectral sampling of 0.01 cm-1. 
 

2.1 Global Ensemble G1 
 
To perform detailed sensitivity studies for the different instrument spectral sizing point, we simulate 
line-by-line top-of-atmosphere radiance spectra for a global ensemble of simulated spectra 
consisting of land-only, clear sky scenes (RD-9: Butz et al. 2012 and RD-10: Hu et al., 2016). The 
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instrument specific aspects of the measurement, like spectral resolution and sampling and 
instrument noise contributions can be simulated as a posterior simulation step using these spectra. 
The ensemble G1 aims to simulated realistic aerosol and cirrus loaded scenes for four days, one 
per season, where the model approach consciously differs from the forward model of the retrieval. 
The test ensemble is the jumping-off point of WP2200 to investigate forward model errors for the 
instrument sizing point specified in Sec. 1.1. 
 
For the simulations, trace gas profiles are adapted from different model run. Here, the profiles of 
CH4 is taken from the global chemical transport model TM5 (RD-11: Houweling et al., 2014), CO2 
profiles are derived from CarbonTracker [RD-12: Peters et al., 2007], temperature, humidity and 
pressure profiles from ECMWF forecast data and given on a 96-model layer grid. The global 
distribution of the CO2 and CH4 total column is shown in Fig. 7 and 8. The aerosol physical 
properties and vertical distributions are taken from the global aerosol model ECHAM5-HAM (RD-
13: Stier et al., 2005) on a ∼3°´∼3° latitude times longitude grid in 19 vertical layers up to the mid-
stratosphere for five different chemical compositions and on a superposition of seven log-normal 
size distributions. The aerosol optical thickness is derived from MODIS observations (RD-14: 
Remer et al., 2005). Furthermore, cirrus optical properties are calculated by the raytracing model 
(RD-15: Hess and Wiegner,1994 and RD-16:Hess, 1998), assuming randomly oriented hexagonal 
ice crystals of plate and columnar shape. The cirrus size distribution follows a power-law 
distribution for particle sizes between 0.003 and 1.3 mm (RD-17: Heymsfield & Platt, 1984). The 
cirrus optical thickness and vertical extent are based on measurements by the CALIOP instrument 
onboard the CALIPSO satellite in the year 2007 (RD-18: Winker et al., 2007). Finally, the MODIS 
land albedo product at 858 nm, 1640 nm, and 2130 nm is used to approximate the NIR, SWIR-1 
and SWIR-2 surface albedo, respectively. The global albedo maps for the different bands are 
shown in Figs. 9-11 and the sum of total aerosol and cirrus optical depth is depicted in Fig. 12. As 
baseline the line-by-line spectra are simulated for the nadir viewing direction and a solar zenith 
angle with an overpass time of 13:30 local time. In total the ensemble comprises 8633 line-by-line 
model. 
 

 
Figure 7: Global distribution of the total CO2 column of ensemble G1 and G2 
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Figure 8: Same as Fig. 7 but for CH4. 

 
Figure 9: Global distribution of the NIR Lambertian surface albedo of ensemble G1 and G2 
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Figure 10: Same as Fig. 9 but for the SWIR-1 band 

 
Figure 11: Same as Fig 9 but for the SWIR-2 band 
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Figure 12: Global distribution of the total aerosol and cirrus optical depth of ensemble G1  

 

2.2 Global Ensemble G2 
 
This ensemble is developed as test environment for WP2100 to study the effect of instrument 
malfunction and instrument calibration errors on the CO2 product for different spectral sizing 
points. Therefore, we aim to exclude forward model errors from this analysis, which are studied 
separately in WP2200. Thus, as a starting point WP2100 requires measurement and retrieval 
simulations, which are fully consistent. First, this means that the radiative transfer solver used for 
the line-by-line simulations and the forward model used in the retrieval must be numerically 
consistent; second also the model atmosphere must be described consistently in both cases. To 
achieve these objectives on the one hand and on the other hand to utilize the variability of global 
ensemble G1, we reduced the complexity of the global ensemble G1 as follows:  

1. For the line-by-line simulations and for the retrieval measurement simulations, we use the 
same vertical grid of the model atmosphere and all profiles of ensemble G1 are reduced to 
a 72-layer model grid.  

2. We simplify the aerosol height distribution by a Gaussian profile with fixed width of 2 km. 
The central height 𝑧:9A	and the vertically integrated column number density 𝑁:9A are 
determined by a least square fitting of the Gaussian profile to the vertical aerosol distribution 
of ensemble G1. The global distribution of 𝑧:9A	and the total aerosol optical depth is depicted 
in Fig. 13 and 14. 

3. The aerosol size distribution is approximated by the power law 

𝑛(𝑟) = 	

⎩
⎨

⎧
𝐴 for	𝑟 ≤ 𝑟"										

𝐴 i
𝑟
𝑟"
j
DI

for	𝑟" ≤ 𝑟 ≤ 𝑟'

0 for	𝑟 > 𝑟"										

 

 
(11) 

where size parameter a results from a least squares fit of Eq. 11 to the cumulated size 
distribution of ensemble G1.  Its global map is given in Fig. 15.  

4. We assume a wavelength independent complex refractive index of 1.4 − 0.01𝑖 in all three 
bands. 

5. For all simulations, we ignore cirrus and the fluorescence by vegetation. 
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The line-by-line radiative transfer simulations are simulated using the scalar radiative transfer 
model in combination with the linear-k method by RD-20: Hasekamp and Butz, 2008 with fixed 
fulcrums. 
  
 

 
Figure 13: Aerosol size parameter a of ensemble G2  

 

 
Figure 14: Aerosol optical thickness at 765 nm of ensemble G2  
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Figure 15: Aerosol central layer height 𝑧012		of ensemble G2. 

 

2.3 Global ensemble G3 
 
To estimate the effect of the instrument polarization sensitivity on the retrieved CO2 column for 
the different instrument spectral sizing concepts, a global ensemble of line-by-line spectra is 
required, which accounts for both the polarization of light by atmospheric scattering and by its 
reflection at the Earth surface. Therefore, we modify the global ensemble G2 using a global 
parametrization of the surface BDRF instead of the Lambertian surface model of ensemble G2. 
Here the BDRF is parametrized by five kernel terms, namely 
 

𝝆(Ω0J, ΩKL@) = 	 𝑐!	(𝜆)𝑲!(Ω0J, ΩKL@) + 𝑐!	(𝜆)𝑐"𝑲"(Ω0J, ΩKL@) + 𝑐!	(𝜆)𝑐'𝑲'(Ω0J, ΩKL@)
+ 𝑐;𝑲;(Ω0J, ΩKL@) + 𝑐M𝑲M(Ω0J, ΩKL@) 

 
(12) 

 
where 𝜌 is the 4´4 surface BDRF that maps the four Stokes parameters 𝐼, 𝑄, 𝑈 and 𝑉 of the 
incident light to the corresponding Stokes parameters of the reflected light as a function of the 
solid angles  Ω0J, ΩKL@. The BDRF kernels empirically describes the bidirectional reflection of the 
Earth surface, where kernel  𝑲𝒊	 with 𝑖 = 0,2	simulates the radiance reflection with a wavelength 
dependent coefficient 𝑐!	(𝜆) and two spectrally independent coefficients 𝑐" and 𝑐'. Here, the 
kernel 𝑲! models Lambertian isotropic reflection and so coefficient 𝑐! corresponds to the spectral 
Lambertian albedo of ensemble G2. Kernel 𝑲𝟏 and 𝑲𝟐 are adapted from the Ross-Li BDRF 
model describing anisotropic scalar reflection of land surfaces (RD-21: A. H. Strahler et al., 
1999), where 𝑲𝟏 simulates reflection of dense leaf canopy and 𝑲𝟐 the radiance reflection of a 
sparse ensemble of surface objects casting shadows on the background, which is assumed 
Lambertian. The coefficients 𝑐" and 𝑐' are adapted from the MODIS global data set. Finally, the 
polarizing effect of surface reflection is expressed by the kernels 𝑲𝟑 and 𝑲𝟒 representing 
reflection properties of vegetation and soil surfaces. Here, the polarizing effect is nearly 
independent of wavelength as validated with RSP aircraft measurements (RD-22: Litvinov P. et 
al., 2012). As an estimate for the coefficients 𝑐; and 𝑐M we use the ratio of MODIS surface albedo 
𝛼 = ARSR,#/A'";!,#	assuming  
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𝑐; = R
1 for	𝛼 ≥ 5													

(𝛼 − 1.5)/3.5 for	1.5 < 	𝛼 < 5
0 for	𝛼 ≤ 1.5										

 
 
(13) 

and  𝑐M = 1 − 𝑐;. Eq. (13) is motivated by the spectral dependence of the Lambertian surface 
albedo of vegetation and soil, shown in Fig. 16. 
 

 
Figure 16: Spectral dependence of the Lambertian albedo for soil and vegetation surfaces (RD-23: 
Clark et al., 2003). 

 

2.4 Orbit ensemble O1 
The orbit ensemble O1 is generated to characterize the effect of stray light for realistic 
measurement condition and the different spectral sizing points, where the contrast in the 
Earthshine radiance in across track dimension is mainly due to the difference between clear sky 
and cloud sky scenes. The orbit ensemble comprises a granule of model atmospheres for a polar 
sun-synchronous orbit with orbit parameters summarized in Table 5 [RD-22: Brugh an de, J. 
2016]. 
 

Orbit inclination [degree] 98.74 
Ascending (northwards) solar equator 
crossing time [h] 

11 pm 

Date June 19, 2012 
Orbit hight [km] 836  
Longitude at daytime equator pass [degree] -1.9 

Table 5: orbit parameters 
 
The granule samples the ground scene by 1´1 km2 over a 500 km across track extension and it 
includes ~526,000 spatial sampling point. For each ground pixel, the model atmosphere and 
solar and view geometry is given. The CO2, CH4, temperature and humidity profiles are taken 
from the model simulations of TM5, CarbonTracker and ECMWF forecast for 19 June 2012 and 
surface albedo for the individual spectral bands is adapted from the summer day of ensemble 
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G1/2. The high spatial sampling is needed to reflect the spatial variability of clouds, taken from 
MODIS Aqua observations. Here appropriate MODIS observations are spatially and temporally 
shifted such that the cities Berlin and Munich are cloud free but surrounded by clouds. The cloud 
fraction, cloud optical thickness and the cloud height are shown in Fig. 17. For the line-by-line 
model simulations, we assume a cloud with a g-droplet size distribution, an effective radius 𝑟9TT =
	10	µm	and an effective variance of 𝑣9TT = 0.10 and a refraction index of 𝑛	 = 	1.28 − 	4.7	10DM𝑖. 
Moreover, we use the MODIS cloud height to fix the top of a 1 km thick vertically homogenous 
cloud in the ensemble.    
 

2.5 Orbit ensemble O2 
Finally, to investigate the detection limit of CO2 plumes for the different sizing concepts including 
instrument errors we define a clear-sky orbit ensemble following ensemble O1 but neglecting any 
cloud information for the measurement simulation. To simulate enhanced CO2 plume 
concentrations due the emission of the power station, we apply the plume model of RD-22: 
Krings et al. 2011. We assumed the CarbonTracker CO2 fields as background CO2 concentration 
and superimpose the CO2 plume for the coal plants listed in Tab. 6 covering a range of realistic 
capacities for Europe. For the simulation, we assumed a wind speed of 2 m/s and an 
atmospheric stability factor of 156. Figure 18 shows the CO2 field sampled on a 1x1 km2.  
 
 

 
Figure 17: Cloud fraction (upper left), cloud optical thickness (upper right), cloud top height (lower left) 
and CO2 mixing ratio at surface level (lower right) of orbit ensemble O1. White areas of the orbit granule 
indicate clear sky scenes. 
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# name Latitude 

[degree] 
Longitude 
[degree] 

CO2 emission 
2020 

[Mt CO2/yr] 
1 München Nord 48.1805 11.6393 2.9 
2 Zolling 48.4554 11.8017 3.2 
3 Lippendorf 51.1822 12.3733 12.8 
4 Schkpau-II 51.39845 11.9532 6.6 
5 Boxberg 51.4161 14.564722 20.1 
6 Schwarze 

Pumpe 
51.529722 14.55952 10.9 

7 Janschwalde 51.8347 14.4603 25.0 
8 Reuter West 52.535 13.2427 4.4 
9 Dolna 53.207 14.465 6.3 

10 Turow 50.948 14.911 11.2 
 
Table 6: Coal plants for plume simulation of orbit ensemble O2 (source: http://enipedia.tudelft.nl/). 
 

 
Figure 18: CO2 total column mixing ratio of orbit ensemble O2: (left panel) without coal plant emissions, 
same as for ensemble O1 (middle panel) with CO2 plumes from coal plants listed in Tab. 6, and (right 
panel) difference between left and middle panel.  

 

2.6 Ensemble of generic scenarios 
For preliminary performance tests, we define three different generic scenarios, which are 
summarized in Tab. 7.  They comprise a clear sky scene over a dark surface, a corresponding 
spectrum for a bright surface and finally a spectrum for a cloudy atmosphere. All simulations are 
performed for the same amount of CH4, H2O and CO2, the same aerosol load and the same solar 
and viewing geometries. The chosen cloud characteristics cause a similar SWIR-1 background 
radiance level for the cloudy scene and the bright clear sky scene. However, the SWIR-1 radiance 
spectra differ clearly in the depths of the telluric absorption lines.  
 

Parameters 𝑳𝒄𝒍𝒓,𝒅𝒂𝒓𝒌  
clear sky dark 

𝑳𝒄𝒍𝒓,𝒃𝒓𝒊𝒈𝒉𝒕  
clear sky bright 

𝑳𝒄𝒍𝒅,𝒅𝒂𝒓𝒌  
cloudy sky dark 

Solar zenith angle 50 degree 50 degree 50 degree 
Viewing zenith angle 0 degree 0 degree 0 degree 
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Relative azimuthal angle 0 degree 0 degree 0 degree 
Lambertian albedo ANIR=0.1 

ASWIR1=0.05 
ASWIR2=0.05 

 

ANIR=0.5 
ASWIR1=0.4 
ASWIR2=0.4 
 

ANIR=0.1 
ASWIR1=0.05 
ASWIR2=0.05 
 

Aerosol 𝑧012 = 0	𝑘𝑚 
𝜏012=0.1 

𝑧012 = 0	𝑘𝑚 
𝜏012=0.1 

𝑧012 = 0	𝑘𝑚 
𝜏012=0.1 

Mie cloud - - Type: Gauss 
Height 5 km 
τ = 10  
normal with reff = 10 μm 
and veff = 0.1 μm 

Table 7: Setup of generic test scenarios, aerosol and cloud model are described in more detail in Sec. 
2.2 and 2.4. 

Appendix A: The Bidirectional Straylight Distribution Function (BSDF) 
 
To simulate in-field and in-band stray light, the model of [RD-8] assumes an ideal radiance 
measurement, given by 

𝐼01562$7 =J𝑑𝑥𝑑𝜆	𝐾01062$7(𝑥, 𝜆)𝐼343(𝑥, 𝜆), 
(A1) 

where the kernel 𝐾01062$7 includes the intended ISRF and point spread function of the spectrometer. 
The index doublet (𝑖, 𝑗) indicates a pixel of the two-dimensional detector pixel, where 𝑖 and 𝑗 
represents the spectral and spatial detector dimension, respectively.  
The deviation of the instrument performance from the intended performance due to stray light is 
described by  

𝐼01
<@A:B =z𝐾01,VJ	𝐼VJ062$7

V,J

 (A2) 

with the stray light kernel 𝐾01,JV. 
The total internal scattering is defined by 

𝜅 =z𝐾01,VJ	
V,J

 (A3) 

After radiometric calibration, the measured signal becomes 

𝐼01V9:< =
𝐼01089:3 + 𝐼01

<@A:B

1 + 𝜅
 

(A4) 

Eq. (A2) accounts for the stray light as a multiplicative correction to the ideal instrument 
performance and so differs from our stray light model in Eq. (14), where stray light is described by 
an additive contribution to the ideally performing instrument. Still, both definitions yield very similar 
kernels, where the stray light kernel in Eq. (A2) is defined by 

	𝐾01,VJ =	
𝑑𝐼01

<@A:B

𝑑𝐼VJ062$7(𝑥V, 𝜆J)
 

(A5) 

with 𝜆V and 𝑥J the wavelength and spatial sampling assigned to pixel (𝑚, 𝑛), and in Eq. (14) by 
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𝐾01(𝑥, 𝜆) = 	
𝑑𝐼01

<@A:B

𝑑𝐼343(𝑥, 𝜆)
 

(A6) 

 
These definitions differ only on fine spectral scales and so Eq. (13) can be considered as a 
reasonable adaptation of the stray light kernel for the purpose of our study. This was confirmed 
by very similar simulations of stray light spectra employing both approaches.  
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Abstract: 
 
This document summarizes the analysis of instrument related errors on XCO2 for different spectral 
sizing of a CO2 spectrometer and is the delivery of WP-2100 of the ‘Study on Spectral Sizing for CO2 
observations’. The instrument related errors and the measurement ensembles used for the analysis are 
specified in RD-1. We found that the XCO2 retrieval performance is mostly sensitive to detector non-
linearity. Here the core of the bias distributions indicates better performance of concept B with a mode 
error of 1.28 ppm compared to concept A with a mode error of 3.32 ppm. However, concept B includes 
more outliers and so has a mean bias of 7.12 ppm compared to 1.55 ppm for concept A. For the 
interpretation of these results it is important to note that RemoTeC does not adjust a radiometric offset 
to the measurements simulation.  In case the radiometric offset is fitted, the corresponding XCO2 error 
sensitivity diminishes. Second most important is the knowledge of the shape of the ISRF. From the 
investigated six different ISRF distortions, we find largest error sensitivity for ISRF deformations 
including a symmetrical compression. The induced XCO2 biases are smallest for the low resolution 
spectral sizing of concept B with mean biases < 0.35 ppm. Generally, ISRF distortion introduces biases 
with significant regional dependence. For our analysis of the spectrometer stray light, we employed the 
CarbonSat kernel model and assumed that stray light can be corrected by a factor of 4 within the level 
0 to 1 data processing. We found that for all instrument concepts this correction is sufficient and the 
different spectral resolutions of a measurement have only a minor impact on the stray light induced 
XCO2 biases. Finally, we conclude that with respect to the investigated instrument induced XCO2 errors, 
the sizing concept B is well suited for the future CO2 monitoring instrument and shows similar XCO2 
retrieval accuracy as the sizing concepts with higher spectral resolution.  
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Instrument sizing 
point 

A B B’ B’’ C D ER 

Spectral 
bands 
[nm] 

NIR 756-773 747-773 747-773 747-773 758-772 758.35-768.65 747 – 773 

SW-1 1559-1675 1590-1675 1590-1675 1590-1675 1591-1621 1596.85-1618.55 1559 – 1675 
SW-2 2043-2095 1925-2095 1993-2095 2044-2095 2042-

2081 
2023.25-
2050.75 

1993 – 2095 

Resolution 
[nm]/ 
sampling 
ratio 

NIR 0.045/2.5 0.1/3.14 0.1/3.14 0.1/3.14 0.042/2.5 0.032/2.905 0.12 / 3 

SW-1 0.30/2.5 0.3/3.14 0.3/3.14 0.3/3.14 0.076/2.5 0.067/2.914 0.26 / 3 

SW-2 0.13/2.5 0.55/3.29 0.3/3.00 0.15/3.00 0.097/2.5 0.085/2.924 0.32 / 3 

SNR 
coefficients 
a and b 
(Eq. 1) 

NIR 2.81E-
15/160540 

4.47E-
15/160540. 

4.47E-
15/160540. 

4.47E-
15/160540. 

8.36E-016 
/   2944. 

8.423E-16 / 
657350 

4.75E-
15/235000 

SW-1 2.88E-14/ 
333979 

2.29E-14/ 
333297 

2.29E-14/ 
333297 

2.29E-14/ 
333297 

4.15E-015  
/ 20277. 

3.571E-15 / 
654978 

1.14E-14/ 
235000 

SW-2 1.22E-14/ 
324402 

3.91E-14/ 
323636 

2.34E-14/ 
307985 

1.17E-
14/307985 

6.39E-015 
/  56295. 

5.670E-15 / 
648609 

1.47E-14/ 
235000 

Remark/reference Adapted 
from AD-1 

Adapted 
from AD-2 

(B. Sierk, 
email 
10.07.2017) 

(B. Sierk, 
email 
10.07.2017) 

Adapted 
from RD-
2, RD-3, 
RD-4, RD-
5 

Adapted 
MicroCab 
performance, 
pers. (B. Sierk, 
email 
20.02.2017) 

Based on 
equal 
resolving 
power 
concept (B. 
Sierk, email 
19.04.218) 

 

Table 1: Spectral sizing concepts 

 

1 Introduction 
 
In this study, we investigated the impact of instrumental errors on the XCO2 retrieval performance 
depending on the spectral sizing of the spectrometers for the six sizing point summarized in Table 1. 
The instrument spectral sizing points reflect the spectral sizing of the CarbonSat concept before band 
optimization (concept A, AD-1), after band optimization (concept B, AD-2), and the OCO-2 (concept C) 
and MicroCarb sizing concept (concept D). Moreover, we consider two deviations of concept B with an 
enhanced spectral resolution and a reduced band width in the SW-2 band (concept B’ and B’’). Using 
the RemoTeC software package, we derive XCO2 biases from simulated measurements superimposed 
by selected instrumental errors. Here, the error modelling is described in detail in RD-1. It is important 
to note that the XCO2 error analysis is not meant to provide performance analyses for the specific 
instruments but aims to present a trade-off for the different spectral sizing points for a set of 
harmonized instrumental errors.  
 
The Technote is structured as follows: Section 2 summarizes the main features of the global ensemble 
of simulated measurements. Details on the specific instrument error and data ensembles used for the 
analysis, can be found in RD-1. Section 3-7 presents the error analysis for (a) control runs for a signal-
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to-noise limited instrument, (b) ISRF distortion, (c) radiometric offset, (d) detector non-linearity, and 
(e) polarization sensitivity of the spectrometer. The analysis is completed with a dedicated stray light 
analysis in section 8, performed for an orbit granule around Berlin, which is partially covered by clouds.   

2 The Global ensemble 
To investigate the error sensitivity of the retrieved XCO2 dry air column mixing ratio with respect to 
instrument related errors, we have simulated line-by-line top-of-atmosphere (TOA) radiance spectra 
for a global ensemble of clear sky scenes as described by Butz et al. 2012 [RD-7] and Hu et al., 2016 
[RD-8] and specified in more detail in RD-1 for the specific error analysis. The ensemble includes a 
realistic variation of the Lambertian surface albedo and of the atmospheric aerosol, cirrus and trace gas 
composition. It comprises also information on the solar geometry for the envisaged orbit of the next-
generation CO2 mission. If not mentioned differently, all measurements are simulated for a nadir 
viewing geometry using a multi-order of scattering scalar radiative transfer model. Figure 1-6 show 
examples of the global distribution of selected parameters for four days, each representative for one 
season. In total the ensemble comprises 9320 model atmospheres on a ∼3°´∼3° latitude times 
longitude grid.  
 

 
Figure 1: Global distribution of the NIR surface albedo 
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Figure 2: Global distribution of the SW-1 surface albedo 

 

 
Figure 3: Global distribution of the SW-2 surface albedo 
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Figure 4: Global distribution of the aerosol layer center height 

 

 
Figure 5: Global distribution of the aerosol size parameter (see Eq. 11 of RD-1) 
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Figure 6: Global distribution of the aerosol optical depth at 765 nm 

 

 
Figure 7: Global distribution of the solar zenith angle (SZA) 
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For the error sensitivity study, three different implementations of the global ensemble are used. The 
ensemble G1 aims to simulated realistic aerosol and cirrus loaded scenes for four days, one per 
season, where the description of the model atmosphere used for the measurement simulation and the 
forward simulation of the retrieval differ on purpose. The ensemble is used for the error analysis for 
aerosol induced error in RD-2. It represents the starting point for the measurement ensemble of this 
analysis, which is based on the following modification of ensemble G1.  
 

1. Global measurement ensemble G2: To separate instrument related errors from aerosol 
induced errors, we simplified the description of aerosols of the ensemble G1 to obtain 
consistent measurement simulations and forward simulations as part of the retrieval. 
Therefore, ensemble G2 describes the atmospheric aerosol by a Gaussian height distribution 
with a fixed width of 2 km, a variable centre height and a height independent power law size 
distributions (see Eq. 11 of RD-1). The aerosol parameters are determined by least squares 
fitting to the original ensemble G1. All radiative transfer simulations are performed with the 
scalar radiative transfer model S-LINTRAN, calculating the radiance spectrum at the top of the 
model atmosphere (TOA). 
  

2. Global measurement ensemble G3: To study the effect of the instrument polarization 
sensitivity, the ensemble G2 is extended to provide an estimate of the three Stokes parameters 
I, Q and U of the reflected light at the TOA.  For this purpose, the Lambertian surface reflection 
model of ensemble G2 is replaced by a surface model to simulated the bidirectional reflection of 
the Earth surface including its polarization. Details are given in RD-1. For this ensemble, all 
radiative transfer simulations are performed with the vector radiative transfer solver V-
LINTRAN. The degree of polarization of light depends on the scattering geometry at the Earth 
surface. For the CO2 spectrometer, we assume as baseline a swath of 260 km width and so 
largest scattering angles occur generally at the swath edges. To account for this, we simulated 
a latitude dependent viewing geometry at the left (east) and right (west) edges of the swath 
for a satellite orbit characterized in Tab. 5 of RD-1. This leads to two global test ensembles G3-
L and G3-R for the two swath geometries. 

 
For all three ensembles G1-G3, TOA spectra are provided to ESA as part of the data package delivery 
of WP2000.  
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3 Control runs 
To ensure a proper setup of the retrieval algorithm, we performed control runs the for ensemble G2 and for 
the instrument spectral sizing concepts A, B, C and D. Here we considered unperturbed instrument concepts, 
i.e. without any instrument error other than measurement noise. Figure 8 shows an example of the global 
XCO2 bias distribution of the measurement ensemble G2 and sizing point A. The corresponding bias 
probability density function (PDF) is shown in Figure 9. Ideally, the control run should indicate no retrieval 
bias at all. However, we observe minor biases, particular for spectral sizing points A, C and D with the fine 
spectral resolution with a mean bias (standard deviation) of 𝟎. 𝟎𝟔	(𝟎. 𝟎𝟕) ppm, 𝟎. 𝟏𝟗	(𝟎. 𝟎𝟗) ppm and 𝟎. 𝟐𝟑	(𝟎. 𝟏𝟏) 
ppm and a nearly ideal performance of concept B with 𝟎. 𝟎𝟎	(𝟎. 𝟎𝟏) ppm. These errors must be attributed to 
slightly different numerical implementation of the measurement and retrieval software. Although within the 
time constrains of the project it was not possible to fully trace the error source, it is likely that the biases are 
due to a slightly inconsistent ISRF convolution approach. Therefore, for the time being the XCO2 biases 
depicted in Figure 9 must be considered as a lower limit for a reliable error analysis of this study. Each error 
estimate, shown in the remaining of this document, is assured by a corresponding control run. For all cases, 
we found nearly bias performances, which are nearly identical to those in Figure 8 and 9.  

 
 

 
Figure 8: The global distribution of XCO2 biases for the control run for ensemble G2 and instrument spectral sizing A  
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Figure 9: XCO2 bias PDF for the ensemble G2 and instrument concepts A, B, C and D. 

 

4 Distortion of the Instrument Spectral Response Function 
 
At first, we considered the instrumental error contribution due to a distorted instrument spectral response 
function (ISRF). Therefore, we convolved the line-by-line spectra of ensemble G2 with the ISRF of the 
spectral sizing concepts A, B, C, and D as characterized in Table 1. We assume that the ISRF is a composite 
of a general Gaussian shape function, defined on a spectral scale in units of the instrument spectral 
resolution, which is scaled to the spectral domain of the instrument. The Gaussian shape function is distorted 
and so after its spectral mapping a harmonized ISRF distortion can be applied to the different spectral 
concepts. The distortion is described in terms of four parameters a1, a2, k1 and k2 (see Eq. 6 of RD-1). Here, 
parameter a1 and k1 yields a compression and stretching of the ISRF (distortion 1 and 2 in Figure 10) and 
parameter a2 and k2 a spectral shift (distortion 3 and 4). Additionally, the distortion 5 and 6 in Figure 10 
describe more complex ISRF perturbations, where the parameters (𝑎!, 𝑎") and (𝑘!, 𝑘") are perturbed 
simultaneously. A detailed description of the ISRF distortion is given in RD-1.  
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Figure 10: ISRF distortions 1-6. For more detail, see RD-1.  

 
Figure 11 depicts the XCO2 bias PDF for ISRF distortions 1-4 with a striking sensitivity of all spectral sizing 
concepts to the ISRF distortion 1, a moderate sensitivity to distortion 2 and a minor sensitivity to distortions 
3 and 4. Here, distortions 3 and 4 reflect an erroneous spectral alignment of the instrument, which is 
mitigated by the retrieval fitting a spectral shift of the forward model. The ISRF compression of distortion 1 
affects the XCO2 bias differently for the different spectral sizing, where concept B has the smallest error 
sensitivity. To quantify an overall bias for the different instrumental errors, we use the mean bias 𝑏 and the 
mode 𝑚 of the PDFs. Differences between both indicates asymmetric and extended lobes of the PDFs. For the 
ISRF distortion 1, this are (𝑏,𝑚)# = (1.78,1.62) ppm, (𝑏,𝑚)$ = (0.38,0.68) ppm (𝑏,𝑚)% = (2.73, 2.80) ppm, and 
(𝑏,𝑚)& = (2.62,2.30) ppm for concept A, B, C, and D, respectively. 
For concept C, the global distribution of the XCO2 biases are depicted in Figure 12 indicating clear regional 
structure of the induced errors, which results in a longitudinal averaged bias shown in Figure 13. This figure 
also highlights the superior low error sensitivity of the spectral sizing point B with a minor latitudinal 
dependence of the XCO2 bias. For the interpretation of the CO2 data product, the regional, latitudinal and 
temporal dependent biases represent a major problem.  
 
To better understand the dependence of the XCO2 bias on the spectral sizing, we consider an atmospheric 
transmission spectrum in the SW-1 spectral range for a high and low spectral resolution (see Figure 14). For 
the high spectral resolution (0.05 nm), the individual absorption lines can be identified in the spectrum. For 
lower spectral resolution (0.55 nm), these features are smeared out and only the spectral envelope of the 
absorption band is visible. The same spectral degradation can be observed for the CO2 sensitivity of the 
spectrum. When considering the radiometric bias for the ISRF distortion 1, we can clearly identify the effect 
of the individual CO2 absorption lines as spectral peaks around a zero-level baseline. Obviously, the envelope 
of the absorption band is not sensitive to the ISRF distortion and so the corresponding XCO2 biases are very 
small for a low spectral resolution. This explains the more robust XCO2 bias performance of instrument 
concept B with respect to the other concepts with a higher spectral resolution.  
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Figure 11: XCO2 bias PDF for ISRF distortions 1-4 and instrument concepts A-D. 
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Figure 12: XCO2 bias for instrument concept C and ISRF distortion 1. 

 

 
Figure 13: Longitudinal averaged XCO2 bias for instrument concepts A, B, C, and D. 
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Figure 14: Atmospheric transmission spectrum between 1580 and 1630 nm (upper panels), CO2 column sensitivity 

(middle panels), and radiometric bias due to ISRF distortion 1 (lower panels) for high spectral resolution (0.05 nm left) 

and low spectral resolution (0.55 nm, right panels).  

 
Another obvious feature of Figure 11 is the different performance for the ISRF distortions 1 and 2. At first 
glance at Figure 10, one may think that distortions 1 and 2 only differ in sign. Assuming linear error 
propagation, one may expect similar error sensitivities for both cases, which is not confirmed by Figure 11. 
To check the validity of the linear error propagation, Figure 15 depicts the PDFs of the XCO2 biases for a 
gradual scaling of distortion 1 with factors between -1 and +1. The results confirm nicely the linear bias 
dependence on the degree of the ISRF distortion and so hightlights the different error sensitivity of both ISRF 
distortions.  A proper inspection of the distorted ISRFs shows that distortion 2 is narrower than distortion 1, 
yielding differences up to about 0.5 %, which is the reason for the different XCO2 biases in Figure 11. 
 
As a final sanity check of our ISRF analysis, we investigated the XCO2 bias for a reduced spectral range 
2022-2095 nm in the SW-2, to avoid that the concluded advantage of concept B is based on CO2 sensitivity 
in the SW spectral range with extremely low signal and so large radiometric uncertainties.  For this case, 
Figure 16 shows somewhat larger biases with 𝑏$" = 0.67 ppm (compared to 𝑏$ = 0.39 ppm). However, in 
comparison with instrument concept C and D with 𝑏' = 2.73 ppm and with 𝑏& = 2.62 ppm the modified spectral 
sizing concept B2 is still superior with respect to the ISRF distortion 1. This conclusion is also supported by 
the bias analysis of the more complex ISRF distortions 5 and 6, shown in Figure 17.  
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Figure 15: XCO2 bias PDF for a linear scaling of ISRF distortion 1 for instrument concept A. 
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Figure 16: XCO2 bias PDF for instrument concept B with reduced spectral coverage 2022-2095 nm in the SW-2. 

 
   

 
Figure 17: Same as Figure 11 but for the ISRF distortions 5 and 6.  
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5 Radiometric offset 
Measurements in the NIR, SW-1 and SW-2 are usually subject to a radiometric offset for example due to 
uncorrected dark current of the detectors. To study the impact of this radiometric error, we superimpose the 
measurement simulations with a fixed wavelength independent radiometric offset as specified in Table 2. For 
the error analysis, we use the measurement simulation of the global ensemble G2 and do not fit a 
radiometric offset in the retrieval. For concept B, the bias distribution in Figure 18 shows clear latitudinal 
dependence where at high latitudes with low sun and so with low signal the biases can be -5 ppm and less. 
Obviously, the results require a dedicated data filtering to improve the results. Figure 19 shows the bias 
distribution function for no filtering, for data filtering on solar zenith angle and XCO2 precision. Particular, 
filtering on XCO2 precision improves the mean bias from (𝑏#, 𝑏$, 𝑏% , 𝑏&) = 	 (−1.16, −1.06, −	1.14, −	0.94) ppm to 
(𝑏#, 𝑏$, 𝑏% , 𝑏&) = 	 (−0.29, −0.44, −0.17, −	0.06) ppm. Similar results can be achieved with filtering on SZA, namely 
(𝑏#, 𝑏$, 𝑏% , 𝑏&) = 	 (−0.40, −0.58, −0.29, −	0.09) ppm for SZA < 70o and (𝑏#, 𝑏$, 𝑏% , 𝑏&) = (−0.31, −0.52, −0.20, −	0.01) ppm 
for SZA < 60o. Based on these findings, we consider the radiometric errors indicated Tab. 2 as less critical for 
all four instrument concepts and use the biases for the data filtering  SZA < 70o  for further referencing.  

Table 2: Radiometric offset for the three spectral bands NIR, SW-1 and SW-2. Values are adopted from RD-1. 

band NIR SW-1 SW-2 
Radiometric offset 
[photons/(s nm cm2 
sr)] 

4.2 ´ 109 4.3 ´109 5.3 ´ 108 

 
 

 
Figure 18: Global distribution of XCO2 biases due to a radiometric offset for instrument concept B.  
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Figure 19: XCO2 bias PDF for the global ensemble G2 and the radiometric offset defined in Tab. 2: (upper left panel) 

unfiltered, (upper right panel) filtered for SZA < 70o, (lower left panel) for SZA < 60o, and (lower right panel) filtered for 

XCO2 precision ≤1	ppm. 
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6 Detector non-linearity 
The non-linear response of a detector device to the incoming signal causes a radiometric error depending on 
the recorded signal of each detector pixel. RD-1 give an estimate of the corresponding error for instrument 
concepts A and B and for the SW-1 and SW-2 band, which is also depicted in Figure 20. Here values are only 
provided for signal strengths between the indicated points of the non-linearity curve. For smaller signals, we 
extrapolate the error linearly (hence a curved line for a logarithmic x-axis). For larger signals, we use the 
non-linear response provided for the largest reported radiance value.     
 

 
Figure 20: Detector nonlinearity for the SW-1 (left panel) and SW-2 band (right panel) both for instrument concepts A 

(blue) and B (red). Values between the two indicated points rely on detector characteristics of both instrument concepts. 

Beyond these domains, values are extrapolated.  

 
 

 
Figure 21: Global distribution of the XCO2 bias due detector non-linearity for instrument concept A. 
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Figure 22: Same as Figure 21 but for instrument concept B. 

 
The global distribution of the XCO2 bias due to non-linearity is shown in Figure 21 and 22 for concepts A and 
B, respectively, showing distinct spatial structure on regional scale due the variation of the surface albedo 
superimposed by the varying solar zenith angle with latitude. Both key parameters govern the signal 
strength of the reflected light and so the XCO2 bias. The corresponding PDFs of the XCO2 bias in Figure 23 
have a maximum around 3.5 and 1.5 ppm with pronounced side lobes to both sides of the maximum. A 
quantitative comparison of both PDFs is difficult because larger outlies are normally removed by a posteriori 
data filtering, which is optimized for the particular application. Focusing on the central part of the PDF, one 
may tend to favour concept B with a mode of -1.3 ppm over concept A with the mode of -3.3 ppm. Taking 
more data of the PDF into consideration, the overall performance of concept A becomes beneficial with 
respect to that of concept B. This performance feature is also nicely illustrated in the cumulative bias 
distribution in Figure 24, where concept B shows more successful retrievals with low biases but at the same 
time has more outliers.   
 

 
Figure 23: XCO2 bias PDF due to non-linearity for instrument concepts A and B (left panels) and a zoom-in on the center 

part of the PDF (right panels).  
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Figure 24: The cumulative distribution of the bias distribution in Figure 23 the for instrument spectral sizing concept A 

and B.   

 

7 Instrument Polarization Sensitivity 
To evaluate the effect of a polarization sensitive instrument for different sizing points, we use the 
measurement simulations of ensemble G3 and calculate the radiometric error  
 

𝛿𝐼 =
𝑀(!

𝑀((
𝑄 +

𝑀("

𝑀((
𝑈 (10) 

 
with Stokes parameter Q and U of the ensemble. The instrument Müller matrix elements 𝑀(( , 𝑀(!, and 𝑀(" 
are taken from RD-1 and are interpolated to the viewing geometry of the left and right edge of the swath. 
The unperturbed measurements are modeled with the same viewing geometry as ensemble G3, but with the 
scalar radiative transport model S-LINTRAN, allowing us to have a consistent control run for a polarization 
insensitive instrument. Using this control run as baseline (and not the radiance simulation of a vector 
radiative transfer simulation) ensures that all biases are related to the polarization sensitivity of the 
instrument. The distributions of the XCO2 bias for the ensemble G3-L and G3-R for the left and right edges of 
the swath are depicted in Figure 25. They are very similar to corresponding distributions of the control run in 
Figure 9, which indicate that the polarization sensitivity as described in RD-1 introduces only a minor error 
source independent from the spectral sizing point. This is true for both ensembles G3-L and G3-R.  
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Figure 25: The XCO2 bias distribution for a polarization sensitive instrument and measurement simulations of the 

ensemble G3-L (left panel) and G3-R (right panel) as described in Sec. 2 and in RD-1. The different instrument sizing 

points are indicated in the panels.      
 

8 Stray light 

8.1  Orbit ensemble 
For the stray light analysis, the global ensemble of measurement simulations cannot be used because of its 
coarse spatial sampling. Therefore, we simulated measurements for a subset of the orbit ensemble, 
described in detail in RD-1. The data set is centred around Berlin and comprises TOA radiance spectra for 
clear sky and cloudy conditions using the MODIS cloud data shown in Figure 26. This ensemble includes 
spectra on a 1´1 km2 spatial sampling with an east-west extension of 500 km. The spatial domain is needed 
to perform the spatio-spectral convolution of the stray light simulations (see Eq. 8 of RD-1) for an orbit with 
a 260-km swath including TOA radiance fields 120 km to the east and west of the swath. For the CO2 
atmospheric abundance, we assume a background scenario (left panel of Figure 27) and a scenario with 
plume emissions from coal plants in the area (right panel of Figure 28). Overall, we simulated TOA radiances 
for three setups of the ensemble summarized in Table 3. 
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Figure 26: Cloud parameters of the orbit ensemble given on a 1´1 km2 spatial sampling: cloud top height (top panel), 

cloud fraction (middle panel), and cloud optical thickness (bottom panel). The data set includes the spatial extension of 

orbit granule and 120 km beyond the east and west edges of the swath for a proper stray light simulation.   
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Bydgoszcz

Wrocław

Praha

Leipzig
Dresden

Hamburg

Hannover

Frankfurt

Bremen

Nürnberg

Bielefeld

Gdańsk

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

11000

12000

C
lo

ud
to

p
he

ig
ht

[m
]

Berlin

Szczecin

Poznań
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Figure 27: CO2 fields for the simulated orbit ensemble: background scenario (left), plume scenario (right). Note that the 

east-west extension covers only the swath of the orbit.    

 

 
Figure 28: Control run for the spectral sizing points A, B, and C for the orbit ensemble O3, where the TOA radiance 

spectra are sampled on a 2´2 km2 ground pixel size. 
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Gdańsk

392.0

392.2

392.4

392.6

392.8

393.0

393.2

393.4

393.6

393.8

394.0

394.2

394.4

394.6

394.8

395.0

395.2

395.4

395.6

395.8

396.0

X
C

O
2

[p
pm

]



 
TECHNICAL NOTE 

Doc. no. :  SRON-CSS-TN-2017-001 
Issue :  2 
Date :  06 May 2017 
Cat :  4 
Page :  52 of 70 

CO2 Spectral 
Sizing Study 

 

 

 

Table 3:   Different setups of the orbit ensemble 

Ensemble description 
  O1 cloudy sky scenarios for the CO2 background distribution  

O2 clear sky scenarios considering CO2 plumes of coal plants in addition to 
ensemble O3 

O3 clear sky scenarios for the CO2 background distribution 

8.2 Orbit ensemble control run 
The orbit ensemble requires a dedicated control run for the different sizing concepts. Therefore, we sampled 
spatially the ensemble O3 on 2´2 km2 ground pixels and ignore any stray light contribution. Figure 28 shows 
that the corresponding XCO2 biases are small with a mean bias < 0.1 ppm. The standard deviation of the 
PDFs indicates some scatter in the data due to the heterogeneity of the 2´2 km2 ground scene, which is not 
accounted in the retrieval. Overall, we consider the quality of the control retrieval sufficient to study the 
effect of stray light on the CO2 data product with a detection limit of about 0.1 ppm.  
 

8.3  Stray light induced XCO2 bias  
 
We start our stray light analysis using cloudy and clear sky measurement simulations for ensemble O1, 
where we perform CO2 retrievals only for clear sky scenes, accounting for stray light from both cloudy and 
clear sky scenes within the corresponding swath. Figure 29 presents the XCO2 bias for concept B both for 
uncorrected stray light and for a case where we reduced the stray light contribution by a factor of 4. This 
represents a realistic correction efficiency for stray light as part of the level 0-1 processing. In Figure 30, the 
corresponding bias PDFs have a mean XCO2 bias of -3.5 ppm in case of no stray light correction and -1.2 
ppm applying the stray light correction. Obviously, this error can be further reduced assuming a more 
efficient correction. In the remaining of this study, we apply the correction factor 4 to all stray light 
contribution. A close inspection of Figure 29 shows stripes of enhanced XCO2 bias along the swath direction, 
where the larger bias the more cloudy scenes are present within the swath.  
 
To understand this, we consider the depth of CO2 absorption lines relative to the spectral continuum and 
simplify stray light considering its spatial component only. For different clear sky scenes within a swath, the 
signal may vary due to variations of the surface albedo, however, the relative depth of the absorption lines 
stays the same ignoring the effect of atmospheric scattering. So, superimposing spatial stray light on the 
spectrum does not introduce errors on the retrieved XCO2. Moreover, the variation of atmospheric CO2 is also 
small even in case of the plume ensemble O2, where the CO2 total column enhancement with respect to the 
atmospheric background is typically £ 4 ppm. Hence, also in this case we expect small XCO2 biases due to 
spatial stray light. The situation differs for spatial stray light from cloudy scenes, where the absorption 
features are generally less deep due to the light path shortening by clouds. Hence, XCO2 gets underestimated 
for swaths with large stray light contributions from cloudy scenes. Moreover, cloudy scenes are usually 
brighter than clear sky scenes, which enhances the discussed stray light effect by cloudy scenes.  
 

The above rationale ignores spectral and spatio-spectral contributions of the stray light kernel and so may 
oversimplify the problem. However, the conclusions are supported by corresponding stray light simulations 
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both for ensemble O2, where we ignore any clouds but consider CO2 plumes, and for ensemble O3, which 
assumes a background CO2 distribution for the entire ensemble. In both cases, the induced mean XCO2 bias 
in Figure 31 and 32 is about -0.67 ppm and so is significantly smaller than for the cloudy ensemble O1 with a 
mean bias of -1.2 ppm. Moreover, the nearly identical stray light induced bias for ensembles O2 and O3 
confirms that CO2 enhancements due to coal plants does not affect the XCO2 retrieval errors caused by 
instrumental stray light.  

 

 
Figure 29: XCO2 bias due to uncorrected stray light (left panel) and assuming that stray light can be suppressed by a 

factor of 4 (right panel) due to a corresponding correction approach as part of the data processing. Data gaps (white 

pixels) are due to cloud contaminated scene, which are filtered out.  

 
 

 
Figure 30: PDF of the XCO2 bias as shown in Figure 29.  
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Figure 31: Stray light induced error for ensemble O2 with CO2 plumes from coal plants (left panel, with a mean XCO2 

bias of -0.67 ppm) and for the ensemble O3 comprising only CO2 background concentrations (right panel, also with a 

mean XCO2 bias of -0.67 ppm). For the simulations, we ‘corrected’ the simulated stray light spectra by a factor of 4.  
 
 

 

 
 

Figure 32: PDFs of the stray light induced XCO2 error for ensemble O2 with CO2 plumes from coal plants (lower panel, 

with a mean XCO2 bias of -0.67 ppm) and for the ensemble O3 comprising only CO2 background concentrations (right 

panel, also with a mean XCO2 bias of -0.67 ppm (top panel)  

 
  

Berlin

Szczecin

Poznań
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Next, we investigated the XCO2 stray light spectra for the spectral sizing points A and B. Our stray light 
model [RD-1] assumes that the relative amount of stray light is the same for the different sizing point and a 
spectrally constant stimulus. This is confirmed by stray light spectra of Figure 33 and 34. For example, at the 
longwave continuum of the NIR band for both concept A and B the same amount of stray light is simulated 
whereas in the centre of the O2 A band the stray light is smaller for concept A than for concept B because of 
the finer spectral resolution. Overall, the stray light spectrum follows the low frequency features of the 
measurement, whereas high frequency features are smeared out because of the spectral width of the stray 
light kernel. The spectral dependence of stray light is more present in the NIR and SW-2 band with strong O2 
A, H2O and CO2 absorption bands than in the SW-1 band.  

 
 
Figure 33: NIR radiance spectra (upper panels) and stray light contributions (lower panels) for the spectral sizing point A 

(left panels) and B (right panels) for a selected case of the orbit ensemble. 

Figure 35 shows the XCO2 bias due to the simulated stray light for the entire orbit granule and for instrument 
concept A, B and C. The corresponding bias PDFs are depicted in Figure 39. Overall, the stray light induced 
XCO2 bias is very similar for concepts A and C and about a factor of 4-5 smaller than that for concept B with 
the mean biases 𝑏# = −0.36	ppm, 𝑏$ = −1.21	ppm, 𝑏% = −0.24	ppm. At first glance, these results may favour a high 
spectral resolution concept above a low spectral resolution concept. However, this conclusion is premature 
and requires further analysis. Concepts A and C differ from concept B not only in spectral resolution but also 
in the spectral coverage particularly in the SW-2 band. Therefore, we analysed the stray light induced error 
also for the deviation concepts B’ and B’’, where we gradually enhanced the spectral resolution at the cost of 
the spectral coverage of the SW-2 band (see Tab. 1 for further specifications).  Figures 36 and 39 indicate 
that omitting the saturated water absorption bands below 1993 nm (the SW-2a band) reduces the biases 
significantly to 𝑏$) = −0.09	ppm. Omitting also the SW-2b band (1993-2044nm) does not further improve the 
results with a mean bias of 𝑏$)) = −0.12	ppm. This means that the retrievals for the spectral sizing concepts B’ 
and B’’ are nearly insensitive to instrument stray light. These results raise the question if the improved error 
performance is only achieved by the reduced spectral coverage or requires at the same time the enhanced 
spectral resolution of the sizing concepts B’ and B’’ in the SW-2 band. To address this question, we 
performed XCO2 retrievals from concept B measurement simulations for a reduced spectral fit window 1993-
2095 nm (band SW-2b and SW-2c) and 2044-2095 nm (band SW-2c) adopting to the spectral coverage of 
concepts B’ and B’’. An example of a radiance spectrum is shown on Fig. 37. The corresponding XCO2 biases, 
depicted in Figure 38 and 39 with 𝑏$!" = −0.21	ppm and 𝑏$" = 0.12	ppm, are very similar to those of 
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Figure 34: Same as Fig 33 but for the SW-1 (concept A upper left, concept B upper right) and SW-2 the stray light 

contribution (concept A lower left, concept B lower right). 

 
concept B’ and B’’, which clearly suggested that the finer spectral resolution of concept B’ and B’’ is not 
required to reduce the stray light induced error. 

To better understand and evaluate these results, we have to discuss the effect of stray light on the CO2 
product in more detail. Overall, in all spectral bands, stray light fills up the absorption features of the 
measurement spectrum and so reduces the relative absorption depth. Its impact on the retrieved XCO2 
depends on the band. Filling up of the O2 absorption lines in the NIR means that the retrieval overestimates 
the aerosol amount to reduce the atmospheric light path. Consequently, this causes an overestimation of the 
CO2 column inferred from the SW bands. Contrary, filling up the CO2 absorption bands in the SW-1 yields an 
underestimation of the CO2 column. For the SW-2 band, it is more difficult to estimate the stray light effect 
on CO2. Here, the strong CO2 absorption features are used to infer aerosol properties from the measurement 
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but also constrain the CO2 information coming from the SW-1 band. Its overall effect depends on band 
selection but we assume that certain choices of the retrieval method are also of relevance here.  

 

 
Figure 35: Stray light induced XCO2 bias for instrument concept A (upper panel), B (middle panel) and C (bottom panel).  

 
 

Berlin

Szczecin

Poznań
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Figure 36: Stray light induced XCO2 bias for instrument concept B’ (left panel) and B’’ (right panel).  

 
 
 
 
 

 
Figure 37: Radiance spectrum in the SW-2a, SW-2b and SW-2c band for spectral sizing concept B. 
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Figure 38: Stray light induced XCO2 bias for instrument concept B using different spectral fit windows in the SW-2 (SW-

2b and SW-2c, 1993-2095 nm, left panel) and (SW-2c, 2044-2095 nm, right panel). All other settings are the same as 

for concept B retrievals. 

 
 
Figure 40-43 show the PDFs of the stray light induced biases for orbit ensemble O1 if stray light is added to 
measurements of all three bands and added separately to the single bands. For all instrument settings and 
band selections, stray light in the NIR causes an overestimation of XCO2, whereas SW-1 stray light induced 
an underestimation of XCO2, as expected. Also, SW-2 stray light causes an underestimation of XCO2 but its 
relative effect with respect to the SW-1 stray light, differs very much between the concepts. Moreover, 
adding up the mean biases of the single band error analysis estimates very well the mean bias of three band 
stray light analysis. This supports the assumption of linear error propagation, which allows us to consider 
individual error sources for the evaluation. Moreover, it shows that the striking low stray light sensitivity of 
concepts A and C is not due to an overall low sensitivity but due to a beneficial cancellation of errors 
introduced by the different bands. The larger overall stray light induced XCO2 bias of concept B is caused by 
a less beneficial distribution of biases between the bands, which could easily be changed by a different 
selection of fit windows (for example the retrieval simulation of case Bbc). Therefore, we use the performance 
analysis for case Bbc as reference for concept B. Based on this, we conclude that concepts A, B and C show a 
similar sensitivity to instrument stray light and correcting stray light by a factor of 4, the retrieval biases are 
acceptable for a future CO2 mission.      
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Figure 39: PDFs of the stray light induced XCO2 bias for the measurement ensemble O1 and instrument concepts A, B, 

B’, B’’, and C, shown in Fig. 35 and 36. Additionally the PDFs are shown for concept B with a reduced SW-2 fit window 

with the XCO2 biases depicted in Fig. 38. 
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Figure 40: Bias PDF for stray light induced errors due to stray light in all three spectral band (upper panel), only in the 

NIR (second panel from top), only in the SW-1 (third panel from top) and only in the SW-2 (lower panel). Results are 

shown for concept A and B. 
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Figure 41: Same as Fig. 40 but for concept C and B’.  
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Figure 42: Same as Fig. 40 but for concept B’’ and Bbc 
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Figure 43: Same as Fig. 40 but for concept Bc 
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9 Conclusions 
This report summarizes our results of WP 2100 on XCO2 biases due to instrument related systematic errors 
for six different spectral sizing concepts covering the NIR, SW-1 and SW2 band, which adapted from 
designed and launched spectrometers. Here, sizing point B (CarbonSat V1.2, AD-2) has the lowest spectral 
resolution, whereas sizing point C (OCO-2) and D (MicroCarb) have the highest spectral resolution in all three 
bands. Sizing point A (CarbonSat V1.0, AD-1) can be considered as an intermediate case with high spectral 
resolutions in the NIR and SW-2 band and with a low spectral resolution in the SW-1 band. Moreover, we 
considered the deviated concept B’ and B’’, which are identical to concept B except for a higher spectral 
resolution of the SW-2 band on the cost of a reduced spectral band width. The SNR performance of the 
measurement simulation is taken from the existing instrument concepts. We analysed radiometric errors due 
to six different ISRF distortions, a radiometric offset, detector non-linearity, instrument polarization 
sensitivity and stray light within the spectrometer. Here, the spectral errors are not considered to be specific 
for the different spectrometers but are representative for a CO2 grating spectrometer and are carefully 
adapted to the different spectral sizing point for an appropriate comparison. To draw robust conclusions, 
XCO2 retrievals are performed on global and regional ensembles of simulated measurements, which allows us 
to evaluate the presence of large-scale and regional bias variation.  All retrieval simulations are performed 
with the RemoTeC software with sound real-world heritage from GOSAT and OCO-2 data processing.  For the 
ISRF distortion, we achieved largest XCO2 biases for a compression of the ISRF shape (distortion 1) with 
significant regional patterns. Here the spectral sizing point B has the smallest absolute mean bias of 0.38 
ppm, sizing point A, C and D have larger mean biases of 1.78, 2.73 and 2.62 ppm, respectively. The 
radiometric offset was adopted from CarbonSat requirements AD-2 and has only a small effect on the 
retrieved XCO2. Differences are not significant enough to favour one sizing point over the others. Errors due 
to detector non-linearity were investigated only for sizing point A and B with a mean bias of -1.55 and -7.12 
ppm. For both concepts and for the global measurement ensemble, the bias probability distributions have 
large side lobes with asymmetrically distributed outliers. Therefore, we are reluctant to interpret the mean 
bias as a valuable diagnostic tool and considered also the absolute mode 𝑚	of the distribution as a relevant 
diagnostic with 𝑚# = 3.32 ppm and 𝑚$ = 1.28 ppm. We concluded that for both cases an uncorrected detector 
non-linearity introduces significant XCO2 biases and none of the two sizing points show a beneficial 
performance.  Furthermore, the instrument polarisation sensitivity as provided by the agency for an 
elaborated instrument concept does not cause any significant XCO2 bias for the sizing points A, B, C and D. 
Finally, for spectral sizing concept A, B, and C, we investigated the impact of stray light on XCO2 for 
simulated measurements of an orbit granule around Berlin. Using the CarbonSat stray light model, we 
assumed that the instrument stray light can be corrected with a factor 4 by an appropriated correction 
approach as part of the Level-0 to -1 processing. The ensemble comprises realistic cloud coverage. We found 
very similar stray light induced errors with an absolute mean bias of 0.37, 0.09 and 0.24 ppm for the sizing 
point A, B, and C. Here, we used the reduced spectral fit window 1993-2095 nm (SW-2b and SW-2c) for the 
data processing of concept B measurement simulations. These low biases are achieved by a cancellation of 
errors due to stray light in the different spectral bands. Here, the degree of cancellation depends on the 
specific band width and can be tuned by adjusting retrieval fit windows. Therefore, we consider the 
differences in the stray light induced errors for the different sizing concepts as non-significant for the design 
of a future instrument. The error diagnostics of all instrument-induced errors are summarized in Figure 44. 
Overall, we conclude that the XCO2 biases due to instrument related errors for the spectral sizing concept B 
are similar or even smaller than those for the other concepts.   
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Figure 44: XCO2 retrieval biases due to instrumental errors for spectral sizing concept A, B, C and D, derived with the 

RemoTeC retrieval algorithm for global and in case of stray light regional test ensembles. The figure includes the 

absolute mean bias for the control runs, radiometric offset (ZLO), the polarization sensitivity, spectrometer stray light, 

detector non-linearity (NL), and six different ISRF distortions. For detector non-linearity, also the absolute mode of the 

XCO2 bias distribution is depicted.    
 

Appendix A: The equal resolving power sizing point ER - WP A200 
 
This section summarizes our results for the additional spectral sizing point ER as performed in WP A200 of 
this study, which assumes the same spectral resolving power in all three bands. The sizing point is specified 
in Tab 1 and compared to concept B mainly the band width of the SWIR-2 band is changed, i.e. that the 
SWIR-2a band is not include but covers the range 1993-2295 nm with a resolution of 0.32 nm instead of 0.3 
for spectral sizing point B. To evaluate the effect of this modification, we compared the instrument specific 
error induced by 

• ISRF distortion 
• Radiometric offset 
• Polarization error 
• Detector non-linearity 
• Straylight 

as described in the Sections 4-8 of this report but for sizing point B and ER. The errors are analysed for the 
global ensemble G2 as described in Sec. 2.   
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ISRF distortion 
 
Considering the six ISRF distortion given in Fig 10, we conclude also for the sizing point ER that the 
distortion 3 and 4 only induces minor errors because it is mitigated by the retrieval due to the adjusted 
spectral shift. The XCO2 error distribution functions for distortion 1,2,5 and 6 are depicted in Fig. 45 and 
shows as expected that the sensitivity to ISRF knowledge errors increases for the higher spectral resolution 
of sizing point ER. This is an agreement with our findings of Sec. 4.     

  

Figure 45: XCO2 biases for the global ensemble G2 induced by the ISRF knowledge error (distortion d1,d2,d5, and d6 in 

Fig 10) for the spectral sizing point B and ER.  

 
Radiometric offset 
 
Superimposing the measurement simulation with a radiometric error given in Tab. 2, induced the XCO2 error 
as depicted in Fig. 46. Both for sizing point B and ER, the biases are very similar with a mean bias pf 1.06 
and 1.08 ppm for concept B and ER, respectively, a standard deviation of 2.07 ppm and 2.3ppm and a mode 
of 0.12 and 0.18 ppm for both distribution. Therefore, we conclude that the sensitivity of both concepts to 
radiometric offset is very similar and of little relevance for the evaluation of the spectral sizing point.   
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Figure 46: XCO2 biases for the global ensemble G2 induced by a radiometric offset as specified in Tab. 2 for the spectral 

sizing point B (top) and ER (bottom). 

In Section 7 of the document, we already concluded that the polarisation errors as described in RD-1 are of 
little relevance of the XCO2 uncertainty estimate. This is also confirmed for sizing point ER (not shown).  
 
Stray light 
 
Section already indicated spectrometer stray light as an important contribution to the XCO2 error budget. To 
extend the analysis by the spectral sizing point ER, Fig. 47 shows the stray light induced error for the orbit 
ensemble O1-O3, which include (a) cloudy sky scenarios for the CO2 background distribution, (b) clear sky 
scenarios considering CO2 plumes of coal plants, and (c) clear sky scenarios for the CO2 background 
distribution. For all three ensembles, the stray light induced error is smaller than for concept B, which is 
mainly due to a different partitioning of errors from the different spectral bands, as depicted in Fig. 48. Here, 
the straylight induced error from the SWIR-2 band is significantly smaller for concept ER compared to B due 
to the band width, and the straylight errors from the NIR and SWIR-1 band cancel out very well for concept 
ER. We would like to emphasise not to overinterpret the results as an optimized stay light mitigation 
approach. The analysis does not include any realistic approach to correct stray light as part of the level 1A to 
1B processing and so only indicates an overall sensitivity to stray light  rather than a reliable error estimate 
for a certain instrument.  
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Figure 47: Stray light analysis analogous to Fig. but for spectral sizing point B and ER and the orbit ensemble O1 

(right), O2 (middle), and O3 (left). 

 

Figure 48: Band resolved stray light error for concept B (top) and ER (bottom). 

 
Conclusion: Instrument induced errors for spectral sizing point ER 
For spectral sizing point ER, all instrument induced errors preform as expected from the error analysis for the 
remaining sizing points. Inline with the study conclusions in Sec. 9 and due to the difference and band width 
and spectral resolution, we conclude that  
 

• For spectral sizing point ER, retrievals from simulated measurements are more sensitive to ISRF 
knowledge error than those for sizing point B.  

• Stray light induced XCO2 errors of sizing point ER are smaller than those for sizing point B, mainly 
due to the reduced spectral width of the SWIR-2 band. 

• For all other error sources, we found not significant difference of the sensitivity to instrument 
induced XCO2 errors.  
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1. Summary 

The retrieval of the column-average mole fraction of carbon dioxide (XCO2) from solar backscatter 
soundings in the near and shortwave infrared spectral range suffers from various error sources. Here, 
we investigated how fully random noise errors and systematic aerosol- and cirrus induced errors 
propagate into XCO2 errors for four candidate instrument concepts (A,B,C,D) of a future CO2 
monitoring satellite. These instrument concepts in particular differ in their spectral sizing (spectral 
coverage, spectral resolution, signal-to-noise-ratio). Concept A and B are derived from the early and 
the later CarbonSat concept, respectively. Concept B in particular adopts relatively low spectral 
resolution and thereby gains spectral coverage and signal-to-noise. Concepts C and D are derived from 
the OCO-2 (Orbiting Carbon Observatory) and the MicroCarb concepts, both featuring relatively high 
spectral resolution and narrower spectral coverage. 
 
The error evaluation is based on retrieval simulations for a global ensemble (G1) of realistic 
atmospheric and surface scenarios to be encountered by a space borne observer. The ensemble 
covers roughly 8600 scenes. Fully random noise errors for XCO2 are calculated via linear error analysis 
i.e. by Gaussian error propagation of the instrument specific measurement noise. Aerosol and cirrus 
induced errors are assessed by using a highly sophisticated radiative transfer model for simulating the 
satellite measurements and then, using an approximate radiative transfer scheme for the retrieval. 
The difference in radiative transfer complexity induces a forward model error for XCO2 which we refer 
to as the aerosol and cirrus induced error. Essentially, an instrument concept is considered better than 
another one if the noise error is lower and if it succeeds in better mitigating aerosol and cirrus induced 
XCO2 errors. 
 
The XCO2 noise errors for concepts A, B, and C are typically less than 1 ppm (0.5 ppm) for more than 
90% (75%) of the geophysical test cases. Concept D shows significantly larger noise errors with about 
75% (50%) of the cases below 1 ppm (0.5 ppm) implying particularly large errors for low sun and dark 
surfaces i.e. under high-latitude and winter conditions. Figure S1 summarizes our findings on noise 
errors. Beside the differences in instrument-related measurement noise, it is spectral coverage of CO2 
absorption lines which affects the propagation of noise errors into XCO2. Since the SW-2 channel 
(around 2000 nm) of concept D is spectrally located in-between two CO2 absorption bands, the 
number of CO2 absorption lines contributing to the CO2 retrieval is lower than in concepts A, B, and C.  
 
For the systematic aerosol and cirrus induced XCO2 errors, all concepts show errors < 2 ppm for 50 % 
(< 4 ppm for 70 %) of the ensemble members, where the performance differences among the 
concepts are small. Here, concept D (63% < 2 ppm, 82% < 4ppm) is slightly better than A (58% < 2 
ppm, 80% < 4ppm), A is slightly better than C (54% < 2 ppm, 76% < 4 ppm), C is almost equal to B (B1: 
51% < 2 ppm, 71% < 4 ppm; B2: 55% < 2 ppm, 76% < 4  ppm; B3: 57% < 2 ppm, 78% < 4 ppm). Figure 
S2 summarizes our findings on aerosol and cirrus induced XCO2 errors. Performance can be improved 
for all concepts by employing filters that screen complex scattering scenarios or low sun conditions.  
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Concept B is the only concept with such wide spectral coverage in the SW-2 band to cover the highly 
absorbing water vapor bands below 1950 nm wavelength. The water bands have been suggested to be 
used for the retrieval of cirrus cloud properties and thus, for improved XCO2 retrievals under cirrus 
conditions. The retrieval software RemoTeC used here is not (yet) suited for evaluating this possible 
improvement. In the past, however, the 1950 nm range has already been used for successful cirrus 
screening. 

 
Figure S1. Cumulative histogram of the XCO2 noise errors for the retrieval concepts A, B1, B2, B3, C, 
and D. B1, B2, and B3 are retrieval configurations that choose different retrievals sub-windows out of 
the SW-2 band of concept B.  Please note the change in the x axis scale at values of 1 ppm. 

 
Figure S2. Cumulative histogram of the aerosol and cirrus induced XCO2 error for the retrieval 
concepts A, B1, B2, B3, C, and D. B1, B2, and B3 are retrieval configurations that choose different 
retrievals sub-windows out of the SW-2 band of concept B.  For Details see manuscript. 
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2. Introduction 

CO2 retrieval errors due to unaccounted lightpath modification by aerosols, cirrus and thin clouds are 
among the largest contributors to the systematic error budget of space-based CO2 remote sensing 
missions. Thus, instrument concepts to be implemented for future carbon monitoring satellites must 
enable the retrieval of atmospheric scattering properties together with the targeted column-average 
concentrations. The ability to support such retrievals and to mitigate particle-induced CO2 errors is an 
important criterion for prioritizing certain instrument designs. Typically, spectral coverage and spectral 
resolution are found important design factors that impact the retrieval of scattering parameters and 
on the other hand, somewhat depending on the type of instrument, these parameters impact the 
achievable signal-to-noise ratio (SNR). Thus, the spectral sizing of a CO2 mission largely controls the 
budget of systematic and random retrieval errors.  
 
Spectral coverage relates to several aspects: covering a wide spectral range, covering optically thin 
and optically thick absorption lines, covering absorption by molecules with a priori known atmospheric 
concentrations. Wide spectral coverage provides information on the spectral dependence of the 
particle scattering properties. They typically vary only mildly with wavelength and thus, wide coverage 
is required. Such spectral information relates to the microphysics of the particles i.e. the sizes (e.g. 
effective radii) and the optical composition (e.g. refractive indices). Wide spectral coverage also 
implies coverage of a range of surface reflection properties. Bright surfaces favor multiple scattering 
events, dark surface favor single scattering. Covering optically thin and optically thick absorption lines 
also allows for probing different regimes of single- and multiple-scattering effects. Regions with optical 
thick absorption lines are typically sensitive to single-scattering effects since heavy absorption does 
not allow for long atmospheric lightpaths. Optically thin regions, in contrast, can be subject to 
lightpath enhancing multiple scattering effects e.g. via multiple scattering events between a particle 
layer and the ground. Covering absorption by molecules with a priori know abundances such as O2 has 
the clear advantage that residual differences between the measured and the simulated spectra cannot 
be due to erroneous knowledge of the absorber concentrations but must be attributed to erroneous 
modelling of the lightpath and thus, scattering information can be inferred. Heavy absorption by lower 
tropospheric gases such as H2O can be used to attribute scattered light to scattering events above the 
highly absorbing gas layer in the lower atmosphere e.g. facilitating the detection of thin cirrus in the 
upper atmosphere. 
 
The impact of spectral resolution on the retrieval of scattering properties refers to the ability of the 
spectrometer to resolve the actual depth of absorption lines, the shape of absorption lines, and the 
continuum in-between the absorption lines. The benefit of resolving the actual depth of the 
absorption lines comes along with actually resolving a wide range of absorption optical thickness and 
thus, different regimes of single- and multiple scattering. The shape of absorption lines carries 
information from different altitude in the atmosphere. If a substantial fraction of the detected 
photons was backscattered to the satellite at high altitude, the upper atmospheric layers (at lower 
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pressure and temperature) would have larger relative contribution to the absorption line than the 
lower atmosphere. Thus, the line shape would be thinner than for a non-scattering lightpath. 
Resolving continuum radiances in-between lines is important to get a handle on spectral variations of 
surface reflection which need to be disentangled from the spectrally mildly varying scattering 
properties of the atmosphere. 
 
Here, we evaluate the retrieval performance of four instrument designs proposed for a future CO2 
observing mission. The instrument concepts in particular differ by their spectral sizing, i.e. spectral 
coverage, spectral resolution and SNR. Our performance evaluation focuses on quantifying the 
systematic errors induced by unaccounted aerosol and cirrus scattering effects. For completeness, we 
also report the random CO2 noise errors to be expected. To this end, we run simulated retrievals for 
each of the concepts for a global ensemble of realistic atmospheric scenarios. For the random noise 
errors, we evaluate error propagation in linear approximation. For the systematic aerosol and cirrus 
induced errors, we compare the retrieved column-average mole fractions of CO2 (XCO2) to the 
simulation truth. 
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3. Simulation and retrieval methods 

3.1. The full-physics algorithm RemoTeC 

Estimating the CO2 total column concentration from solar backscatter measurements faces the 
challenge that the light-path from the sun to the satellite observer via backscattering at the Earth’s 
surface is not known with sufficient accuracy. In practice, light scattering by atmospheric particles 
causes unknown lightpath modification. As a consequence state-of-the-art retrieval algorithms must 
retrieve particle properties simultaneously with the CO2 concentration. Therefore, RemoTeC aims at 
retrieving the CO2 vertical profile (with slightly more than 1 degree of freedom) and 3 scattering 
parameters characterizing the particle amount, size and height. Particle amount is represented 
through the total column number density of particles. For the particle number density size 
distribution, RemoTeC assumes a power-law with the power of the particle radius as retrievable 
parameter. The particle height distribution is a Gaussian function of center height, where center 
height is retrieved and the width is fixed to 2 km. Particle refractive index is assumed fixed-value at 
mr=1.400 and mi=-0.003. The retrieval method infers the CO2 partial column concentration profile, the 
three aforementioned particle parameters, interfering absorber concentrations of CH4 and H2O as well 
as some auxiliary parameters such as surface albedo by iteratively minimizing the Phillips-Tikhonov 
cost function discussed in detail below. 
 
Generally, remote sensing methods aim at inferring a state vector x (with xj the j-th retrieval 
parameter) from measurements y (with yi the i-th measurement). Here, the measurements are 
simulated spectra of sunlight backscattered by the Earth’s surface and atmosphere to the space-based 
spectrometer at various shortwave-infrared wavelengths li. The retrieval parameters are the 
parameters discussed above, most importantly the partial columns of CO2 in 12 atmospheric layers. 
The forward model F(x) relates the atmospheric state x to the measurements y through 
 
 𝐲 = 𝐅(𝐱) + 𝐞𝒚 + 𝐞𝐅      (1) 
 
where ey is the measurement noise error, and eF the forward model error. 
  
In order to infer x, equation (1) has to be inverted which is non-trivial since the inverse problem is 
generally ill-posed, ie. the measurements contain insufficient or inconsistent information on the state 
variables to be estimated. The method employed here is based on Philipps-Tikhonov regularization 
which finds the solution state 𝐱- by minimizing the Phillips-Tikhonov cost function 
 
 𝐱- 	= argmin(	||𝐒𝒚

#𝟏/𝟐[𝐅(𝐱) − y]||' + 𝛾||𝐋(𝐱 − 𝐱𝐚)||2)   (2) 

	

where Sy is the measurement noise error covariance matrix, L a weighting matrix, g the regularization 
parameter, and xa an a priori estimate of the state. In our case L	is the first order difference operator 
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for the CO2 elements of the state vector, the identity matrix for the aerosol parameters and 0 for all 
other parameters. In the limiting case g=0, equation (2) reduces to the least-squares solution. If g > 0, 
information from the measurements is supplemented by information from the physical side-
constraint. 
 
Since the forward model is non-linear the minimization problem is solved iteratively in linear 
approximation with the n-th iteration forward model being approximated through 
 
 𝐅(𝐱𝒏*𝟏) = 𝐅(𝐱𝒏) + 𝐊(𝐱𝒏*𝟏 − 𝐱𝒏)  (3) 
 
with K the Jacobian matrix 
 

 𝐊 = +,
-.

,        (4) 

   
 K/0 =

+,!(𝐱𝒏)
-.#

 .       (5)  

 
In general, the retrieved state vector 𝐱- is subject to different error sources: the retrieval noise, 
forward model errors and instrument related errors. Overall the different contributions to the error 
budget represent systematic, quasi-statistical and fully random errors, which have to be treated 
separately. Here, we address fully random retrieval noise and systematic aerosol and cirrus induced 
errors. Instrument related errors are addressed by WP2100. 
 

3.2. Error propogation and estimation 

In linear approximation, the solution state vector 𝐱- and its error contributions can be expressed in 
terms of the averaging kernel	A and the gain matrix G 
 
 𝐱- = 𝐀𝐱𝒕𝒓𝒖𝒆 + (𝟏 − 𝐀)𝐱𝒂 + 𝐆𝐞𝒚 + 𝐆𝐞𝐅	 ,  (6) 
 
where	G=(KT	Sy-1	K	+	g LTL)-1	KT	Sy-1,	A=GK,  and	xtrue	 	the true state vector. The a priori vector xa 
contains any a priori knowledge about the state vector.  
 
Here, we design our evaluation such that we focus on systematic forward model errors eF. Thus, we 
are mostly interested in  

 
 ∆𝐱- = 𝐆𝐞𝐅	 .       (7) 
 
Using the true profile as a priori, we can derive ∆𝐱- from equations (6) and (7) 
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∆𝐱- = 𝐱- − 𝐱𝒕𝒓𝒖𝒆 − 𝐆𝐞𝒚,   (8) 
 
where all quantities on the r.h.s. are either known from the retrieval (𝐱- and 𝐆) or from the simulation 
input (𝐱𝒕𝒓𝒖𝒆 and 𝐞𝒚). For the total column CO2 forward model error, we sum ∆𝐱- over the 12 CO2 profile 
layers and divide by the air column to get XCO2 
 
The quantity defined by equation (8) is what we call the residual retrieval forward model error. In our 
setup, these forward model errors come from the treatment of aerosol and cirrus scattering effects 
being different in the simulation and in the retrieval. While the simulation uses a very sophisticated 
radiative transfer model to simulate atmospheric scattering properties in great detail, the retrievals 
use approximations on the amount, type, size and height distribution of scattering particles. We 
emphasize that such forward model errors are introduced by intention since it can be safely assumed 
that the real atmospheric physics encountered by a satellite is sufficiently more complex than the 
models used for retrieval which, for example, must not consume excessive computational resources.  
 
For evaluating random retrieval noise errors, we rely on Gaussian error propagation. Mapping the 
measurement noise covariance Sy	into the retrieval covariance yields 
 
 𝐒H = 𝐆𝐒𝐘𝐆𝑻	.       (9) 
 
The diagonal elements of 𝐒H are the variances of the retrieval parameters. Thus, the total column CO2 
noise error is the square root of the sum of the 12x12 submatrix representing the 12 CO2 profile 
layers. 
  

3.3. Simulation settings 

As outlined by the introduction the goal of the present study is to compare retrieval performance for 
different spectral sizing concepts. The four considered configurations A, B, C, D are shown in table 1, 
which is taken from Technote D1 [SRON-CSS-TN-2016-002_V3, table 1].Please note that we defined 
three sub-configurations B1, B2, B3 for concept B which will be used for retrieval exercises.  
 
Figure 1 shows illustrative solar absorption spectra in the NIR, SW-1 and SW2 bands corresponding to 
the four instrument concepts. While all concepts cover three similar spectral bands, the concepts 
clearly differ in spectral resolution and spectral coverage. Concepts C and D generally adopt high 
spectral resolution and in consequence quite narrow spectral coverage, concept A relaxes spectral 
resolution in SW-1 and thereby gains spectral bandwith (allowing for coverage of methane (CH4) 
absorption lines), concept B further relaxes spectral resolution in NIR and SW-2 which, in particular, 
gains spectral coverage toward the strongly absorbing water vapor (H2O) bands below 2000 nm 
wavelength. 
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Given the signal-to-noise-ratio (SNR) coefficients of table 1, we add Gaussian noise calculated 
according to equation (1) in TN1 [SRON-CSS-TN-2016-002_V3] to the modelled atmospheric 
absorption spectra. The resulting SNR is shown in Figure 2 for the various illustrative spectra.  
 
The instrument configurations are used to simulate absorption spectra for the geophysical scenarios 
of the global ensemble G1 described in TN1 [SRON-CSS-TN-2016-002_V3, section 2.1] which is in 
particular designed to try retrieval performance for aerosol and cirrus loaded scenes. This yields 
roughly 8600 geophysical cases for which we evaluate XCO2 noise errors (section 4) and the aerosol 
and cirrus induced forward model errors (section 5). 
 
 
 

 
Table 1. Spectral sizing points representing the four instrument concepts A, B, C, and D, as specified in 
Technote D1 [SRON-CSS-TN-2016-002_V3, table 1]. For the instrument concept B, different retrieval 
concepts (purple background) with different lower limits of the SW-2 band are tested. 
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Figure 1. Solar absorption spectra in the NIR (top), SW-1 (middle) and SW2 (bottom) bands 
corresponding to the four instrument concepts A (red), B (green), C (blue) and D (black) for four 
different scenarios from the ensemble 
 

 
Figure 2. Same as Figure 1 but for the Signal to Noise Ratio (SNR) 
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4. CO2 noise errors 

The CO2 noise errors evaluated here resuls from Gaussian error propagation of the measurement 
noise parameterized through the SNR coefficients given in table 1. In terms of using the CO2 retrievals 
for quantifying emission (and uptake) patterns at the Earth’s surface, noise errors are benign for 
applications which allow for (temporal and/or spatial) averaging of individual retrievals. Then, the 
noise errors will reduce according to the laws of error propagation. The simplest case of averaging N 
identical scenes results in error reduction by a factor √N. For applications, which rely on single-shot 
retrievals, noise errors are more problematic since reduction through averaging is not an option.  
 
Figures 3 through 6 show the XCO2 noise errors for retrievals from the January, April, July, and October 
G1 ensemble members for the configurations A, B1, C, and D after basic screening of non-convergent 
retrievals, solar zenith angle (SZA)>70°, and ocean surfaces. The spatial and temporal distribution of 
noise errors is driven by the position of the sun and by surface albedo. As expected, high latitudes 
reveal higher noise errors than mid- and low-latitudes, with concept D showing significantly higher 
errors compared to the other concepts. 
 
Figure 7 summarizes the noise errors in a cumulative histogram comparing performance of concepts 
A, B1, B2, B3, C, and D. Except for concept D, all other concepts yield comparable noise errors less 
than 1 ppm (0.5 ppm) for more than 90% (75%) of the geophysical test cases. Concept D shows 
significantly greater noise errors with about 75% (50%) of the cases below 1 ppm (0.5 ppm).  
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Figure 3. XCO2 noise errors for retrievals of G1 ensemble members in January  
 

 
Figure 4. XCO2 noise errors for retrievals of G1 ensemble members in April  

 
Figure 5. XCO2 noise errors for retrievals of G1 ensemble members in July  
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Figure 6. XCO2 noise errors for retrievals of G1 ensemble members in October  
 

 
Figure 7. Cumulative histogram of the noise error for the retrieval concepts A, B1, B2, B3, C, and D. 
Please note the change in the x axis scale at values of 1 ppm.   
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5. Aerosol and cirrus induced errors 

The evaluation of the aerosol and cirrus induced forward model error is needed to assess the 
performance of the different instrument concepts in terms of mitigating approximations to radiative 
transfer. For the forward simulation, challenging aerosol and cirrus loaded atmospheres are used, as 
specified in Technote D1 [SRON-CSS-TN-2016-002_V3, section 2.1. and figure 12].  
 
Figures 8 through 11 show the aerosol and cirrus induced errors for retrievals from the January (Fig. 
8), April (Fig. 9), July (Fig. 10), and October (Fig. 11) G1 ensemble members for the configurations A, 
B1, C, and D after basic screening of non-convergent retrievals, solar zenith angle (SZA)>70°, and 
ocean surfaces. The spatial and temporal distribution of aerosol and cirrus induced errors is driven by 
the solar zenith angle, the albedo, and from the amount of cirrus and aerosol content in the input. As 
expected, high latitudes and regions with high aerosol and cirrus load reveal higher error values than 
mid- and low-latitudes clear-sky regions. Figure 12 summarizes the aerosol and cirrus induced errors in 
a cumulative histogram comparing the performance of the retrieval concepts A, B1, B2, B3, C, and D.  
 
All concepts show errors < 2 ppm for 50 % (< 4 ppm for 70 %) of the ensemble members, despite of 
the challenging global ensemble scenario referred to above. The differences among the concepts are 
small. Concept D (63% < 2 ppm, 82% < 4ppm) is slightly better than A (58% < 2 ppm, 80% < 4ppm), A is 
slightly better than C (54% < 2 ppm, 76% < 4 ppm), C is almost equal to B (B1: 51% < 2 ppm, 71% < 4 
ppm; B2: 55% < 2 ppm, 76% < 4  ppm; B3: 57% < 2 ppm, 78% < 4 ppm).  
 
Despite slightly worse aerosol and cirrus induced error performance, it should be noted that concept B 
allows for both, additional cirrus screening and cirrus retrieval, and further optimization of the 
retrieval ranges. Regarding the different retrieval concepts B1, B2, and B3, concept B2 (lower limit in 
SW-2 = 2022 nm) and the reference concept B3 (lower limit in SW-2 at 1925 nm) are slightly better 
than the B1 concept (lower limit in SW-2 at 1990 nm).   
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Figure 8. Aerosol and cirrus induced errors for concepts A, B1, C, D for retrievals of ensemble members 
in January. 
 

 
Figure 9. Aerosol and cirrus induced errors for the four concepts A, B1, C, and D in April.   
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Figure 10. Aerosol and cirrus induced errors for the four concepts A, B1, C, and D in July. 
 

 
Figure 11. Aerosol and cirrus induced errors for the four concepts A, B1, C, and D in October.   
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Figure 12. Cumulative histogram of the aerosol and cirrus induced error for the retrieval concepts A, 
B1, B2, B3, C, and D.  
 
Further sensitivity analyses 
 
As discussed at the PM2 meeting the regional dependencies of the aerosol induced errors are of 
interest. Therefore, Fig. 13 shows the cumulative histogram of the aerosol and cirrus induced error for 
individual continental regions. The relative performance among the four instrument concepts appears 
consistent among all regions except for the B3 retrieval configuration, which uses the entire SW-2 
band including the strongly absorbing water vapor bands below 1950 nm wavelength. B3 performs 
clearly worst for the tropics and tentatively best for Australia. The other retrieval configurations, B1 
and B2, derived from instrument concept B (omitting the strong water bands) do not show such a 
variable performance. Thus, configuration B3 needs further improvements of the retrieval concept. So 
far, our retrieval software RemoTeC does not retrieve cirrus particle properties and multi-layer cloud 
structures. The variable performance of B3 suggests that the strong water vapor bands in SW-2 
actually contain information on such more complicated scattering scenarios. A retrieval that cannot 
exploit this information (such as RemoTeC in its current version) is subject to larger errors since the 
retrieval accounts for the spectral structures carrying the information. On the other hand, the 
performance analysis suggests that scattering information could be gained by further developing the 
retrieval software towards exploiting the highly saturated water vapor lines. 
 
Further, we assessed the impact of data filtering on the overall performance statistics. Fig. 14 shows 
the cumulative histograms for the aerosol and cirrus induced errors for different choices of the 
scattering complexity filter. The complexity of the scattering scenario is determined via calculation of 
the complexity parameter  

aaa = (SOT * zc) / a      (10) 
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Figure 13. Aerosol and cirrus induced errors for the whole ensemble (all regions, top left), the tropics 
(middle left), Europe (bottom left), Asia (top right), Australia (middle right) and Northern America 
(bottom right).  
 
where SOT is the retrieved scattering optical thickness, zc is the center height of the retrieved particle 
height distribution, and a is the retrieved power of the power law size distribution. The aaa-filter 
preferentially screens scenes where scattering particles are found in large amounts at high altitudes 
with large particle sizes  Fig. 14 compares the whole ensemble (unfiltered for aaa)  with the ensemble 
subset with aaa < 200 m and aaa < 500 m. As expected, the less complex the aerosol scenario, the 
lower the aerosol induced errors. In particular, the range of very low XCO2 errors gains weight in the 
histograms for stricter filtering. The number of screened scenes, however, is substantial. The number 
of valid retrievals decreases from roughly 9000 to about 3000 between the aaa-unfiltered and the aaa 
< 200 m case. 
 
Another important filtering parameter is SZA. Fig. 15 compares the cumulative histogram of the 
aerosol and cirrus induced error of all ensemble members (SZA<70° is already included there) and 
subsets of the ensemble with SZA<60° and SZA<50°. The performance impact of the SZA filter is less 
pronounced as for the scattering complexity filter but there is a significant effect on the overall 
performance.  



 

  

 

 

Page: 91 
 

Dr
uc

ks
ac

he
nk

at
eg

or
ie

 

 
Figure 14. Cumulative histogram of the aerosol and cirrus induced error for the whole ensemble (top), 
the ensemble members with aerosol complexity < 500 m (middle) and < 200 m (bottom).  
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Figure 15. Cumulative histogram of the aerosol and cirrus induced error for the whole ensemble (top), 
the ensemble members with SZA < 60° (middle), and SZA < 50° (bottom).  
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1 Purpose of this Document 

In this document an extension/update of the spectral sizing analysis, carried out by UoL within 
the CS L1L2-I study, is presented. Specifically, instrumental and aerosol-related retrieval errors 
for 4 specific sizing concepts are evaluated and a systematic analysis of a range of sizing scenarios 
has been conducted.  
 

2 UoL Retrieval Algorithm and Analysis Methods  

2.1 Description of the UoL Retrieval  
The UoL retrieval algorithm uses an iterative retrieval scheme based on Bayesian optimal 

estimation to estimate a set of atmospheric/surface/instrument parameters, referred to as the state 
vector x, from measured, calibrated spectral radiances y by calls to the forward model and the 
inverse method. 

The forward model describes the physics of the measurement process and relates measured 
radiances to the state vector. It consists of a radiative transfer (RT) model coupled to a model of 
the solar spectrum to calculate the monochromatic spectrum of light that originates from the sun, 
passes through the atmosphere, reflects from the Earth’s surface or scatters back from the 
atmosphere, exits at the top of the atmosphere and enters the instrument. The top of atmosphere 
(TOA) radiances are then passed through the instrument model to simulate the measured 
radiances at the appropriate spectral resolution.  

The forward model employs the LIDORT radiative transfer model combined with a fast 2-orders-
of-scattering vector radiative transfer code (Natraj et al., 2008). In addition, the code uses the low-
streams interpolation functionality (O’Dell, C.W., 2010) to accelerate the radiative transfer 
component of the retrieval algorithm. 

The TOA spectrum calculated by the RT code is multiplied with a synthetic solar spectrum, 
which is calculated with an algorithm based on an empirical list of solar line parameters [G. Toon, 
private communication] (G. Toon). The solar line list covers the range from 550 to 15,000 cm-1 and 
is derived from FTS solar spectra: Atmospheric Trace Molecule Spectroscopy (ATMOS), MkIV 
balloon spectra for the range 550–5650 cm-1, and Kitt Peak ground-based spectra for 5000–15,000 
cm-1. The solar model includes both disk centre and disk integrated line lists. 

The instrument model convolves the monochromatic radiance spectrum with the IRSF. As 
described in (Boesch et al., 2006), the instrument model can also simulate continuum intensity 
scaling, zero-level offsets and channeling effects. 

The inverse method employs the Levenberg-Marquardt modification of the Gauss-Newton 
method to find the estimate of the state vector 𝐱" with the maximum a posteriori probability, given 
the measurement y (Connor et al., 2008), (Rodgers, C. D., 2000). The state vector will typically 
include a CO2 or CH4 profile together with additional state vector elements. After the iterative 
retrieval process has converged to a solution, the error covariance matrix Ŝ  

𝑺$ = &𝐊𝐓	𝐒𝛆#𝟏	𝐊 + 𝐒𝐚#𝟏+
#𝟏 Eq. 2-1 

and the averaging kernel matrix A 

𝐀 = 𝝏𝐱"
𝝏𝐱. = 𝐒	$𝐊𝐓	𝐒𝛆#𝟏	𝐊 Eq. 2-2 

are calculated using the a priori covariance matrix Sa and the measurement covariance matrix 
Sε. XCO2 is inferred by averaging the retrieved CO2 profile, weighted by the pressure weighting 
function, h, such that 

𝑿𝑪𝑶𝟐 = 𝐡𝐓	𝐱1  Eq. 2-3 
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The associated column averaging kernel for a level j is then given by 

(𝒂𝑪𝑶𝟐) =
𝝏𝑿𝑪𝑶𝟐
𝝏𝐱𝒋

𝟏
𝐡𝒋
= (𝐡𝑻𝐀)𝒋

𝟏
𝐡𝒋

 Eq. 2-4 

and the variance of XCO2 by 

𝝈𝑿𝑪𝑶𝟐 = 𝐡𝐓	𝐒7	𝐡 Eq. 2-5 

The main parameters for the characterization of the XCO2 retrieval that are calculated by the 
retrieval algorithm are the a posteriori XCO2 retrieval error given by the square root of the variance 
σXCO2 and the column averaging kernel aCO2. For the retrieval of XCH4, the same procedure as for 
CO2 is followed with CO2 being replaced with CH4.  
 

2.2 Analysis Method 
We first carry out simulations of spectra for different instrument concepts and geophysical 

scenarios with the forward model of the UoL retrieval algorithm described above. The 
measurement uncertainty described by the measurement covariance matrix is simulated according 
to the signal to noise model given in section 4. No noise is added to the simulated radiance spectra 
themselves.  

For the assessment of aerosol-related errors, the spectra are the used as inputs for the full end-
to-end retrieval and we describe the error in the retrieval by the difference between the retrieved 
and the true (simulated) XCO2.  

To study instrument related errors, we have adopted the concept of linear error analysis. Here, 
the spectral error Df that results from instrument uncertainties is used in conjunction with the gain 
matrix G to calculate an error in XCO2 according to (Connor et al., 2008):  
 

∆𝑿𝑪𝑶𝟐 = 𝐡𝐓	𝐆	∆𝐟       Eq. 2-6 
 

3 Geophysical Scenarios 
The geophysical scenarios for the simulation are based on a 27-level profile atmosphere for the 

VEG50 scenario (Solar zenith angle 50o and vegetation surface reflectance). The simulations use 
a single aerosol mixture reflecting dusty maritime+coarse dust (Type 2a from Kahn et al., 2001). 
11 different aerosol profiles are included that are created by scaling the boundary layer (BL) part 
and of the boundary + free troposphere (BL + FT) of the profile according to Table 1. The reference 
profile consists of a boundary layer profile (BL) with constant extinction (<2 km) for an AOD of 0.06 
and a free tropospheric (FT) profile with constant extinction (2-5 km) with an AOD of 0.04. We also 
include cirrus clouds with an assumed Gaussian-shaped extinction profiles (see Table 2 for more 
details). The optical properties for ice particles are from Baum et al. (2005) for reff = 60 micron. 
 

Table 1: Aerosol scenarios used in the simulations 

Aerosol extinction vertical profiles for Simulations (760 nm) 
No. Type Comment 
1 Reference AOD: 0.1 
2 Enhanced in BL: x5.0 in 0-2 km AOD: 0.34 
3 Enhanced in BL: x3.0 in 0-2 km AOD: 0.22 
4 Enhanced in BL: x2.0 in 0-2 km AOD: 0.16 
5 Reduced in BL: x0.5 in 0-2 km AOD: 0.07 
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6 Reduced in BL: x0.2 in 0-2 km AOD: 0.052 
AP 2 Enhanced in BL + FT: x5.0 in 0-5 km AOD: 0.5 
AP 3 Enhanced in BL + FT: x3.0 in 0-5 km AOD: 0.3 
AP 4 Enhanced in BL + FT: x2.0 in 0-5 km AOD: 0.2 
AP 5 Reduced in BL + FT: x0.5 in 0-5 km AOD: 0.05 
AP 6 Reduced in BL + FT: x0.2 in 0-5 km AOD: 0.02 

 

Table 2: Cirrus scenarios used in the simulations  

Cirrus Clouds for Simulations 
Cloud Optical Depth (760 nm) Cloud Centre Heights [km] 
0.01, 0.02, 0.05, 0.1, 0.2 8, 10, 12 

 

4 Instrument Setup  
Four different instrument concepts labelled A to D are investigated. Each concept has specific 

values for spectral coverage, spectral resolution and signal-to-noise (coefficients a and b) 
according to Table 3. The instrument lineshape is assumed to be Gaussian shaped. The signal-
to-noise is calculated from the coefficient a and b from eq. 4-1.   

 

𝑺𝑵𝑹 = 𝒂𝑳
√𝒂𝑳$𝒃

      Eq. 4-1 

 

An example of simulated spectra for the four instrument concepts and their signal-to-noise ratio 
is shown in Figure 1. Noteworthy is that the SNR for concept D is significantly lower than for the 
other three concepts, specifically compared to concept C which has comparable spectral 
resolution. It can be expected that the information content in the spectra for this concept will be 
lower.  
 
Table 3: Parameters used for the 4 Instrument concepts (for concept B we give the spectral band used for 

the retrieval in brackets). 

Instrument concept A B C D 
Spectral 
bands [nm] 
(used in 
retrieval)    

NIR 756-773 747-773 758-772 758.35-768.65 
SW-1 1559-1675 

(1.59 - 1.625) 
1590-1675 
(1.59 - 1.625) 

1591-1621 1596.85-1618.55 

SW-2 2043-2095 1925-2095 
(1.99 - 2.095) 

2042-2081 2023.25-2050.75 

Resolution 
[nm]/ 
sampling 
ratio 

NIR 0.045/2.5 0.1/3.14 0.042/2.5 0.032/2.905 
SW-1 0.30/2.5 0.3/3.14 0.076/2.5 0.067/2.914 
SW-2 0.13/2.5 0.55/3.29 0.097/2.5 0.085/2.924 

SNR 
coefficients 
a/b (Eq. 4-1) 

NIR 2.81E-15/ 
160540 

4.47E-
15/160540. 

8.36E-016/   
2944. 

8.423E-16/ 
657350 

SW-1 2.88E-14/ 
333979 

2.29E-14/ 
333297 

4.15E-015/ 
20277. 

3.571E-15/ 
654978 

SW-2 1.22E-14/ 
324402 

3.91E-14/ 
323636 

6.39E-015/ 
56295. 

5.670E-15/ 
648609 
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Remark/reference Adapted from 
AD-1 

Adapted from 
AD-2 

Adapted from 
RD-2, RD-3, RD-
4, RD-5 

Adapted 
MicroCarb 
performance, 
pers. (B. Sierk, 
18/11/2016) 

 
 

 

Figure 1: Example of the simulated spectra and signal-to-noise (SNR) for the four instrument concepts 

 

5 Aerosol-Related Errors  

5.1 Retrieval Setup 
We have carried our 2 retrieval experiments. In the first experiment, we assume that we know 

the aerosol optical properties, i.e. the same aerosol optical properties are used in the retrieval and 
in the simulations. In the second experiment, we assume that aerosol optical properties are 
unknown. In this case, we use 2 retrieval types (different to the aerosol type used in the 
simulations) representing small and large aerosols: type 2b (Dusty maritime coarse dust) and type 
5a (Carbonaceous black carbon continental) from Kahn et al. (2011).  

In all cases, the a priori aerosol profile differ from the aerosol profile used in the simulations. 
For Aerosols, we adopt a Gaussian-shaped a priori profile with a height of 2 km, a width (FWHM) 
of 2 km and AOD of 0.1 and for cirrus we use a Gaussian-shaped profile at a height of 10 km and 
an optical depth of 0.05.  

The state vector for the retrieval includes a full CO2 profile, H2O and Temperature scaling 
factors, surface pressure, albedo + tilt, log extinction profile for cirrus and aerosol, zerolevel offset 
in the NIR band. The a priori values for all state vector elements other than aerosol and cirrus are 
identical to that used in the simulations. 
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5.2 Results for known aerosol type 
The inferred XCO2 biases for aerosol scenarios 1-6 (and cirrus) are summarised in Figure 2 

and Table 4. After applying a quality filter (for number of diverging steps less or equal to 1) the 
observed histograms of the XCO2 biases are compact with the vast majority of values with a 
magnitude of less than 1 ppm. We find that the mean bias is similar and small (<0.1 ppm) for 
concepts A to C while the mean bias is slightly larger for concept D (0.2 ppm). The spread of the 
observed biases is smallest for concepts B and C, however, both concepts also show the lowest 
number of soundings.  

Considering the aerosol scenarios where the aerosol load is varied in the free troposphere as 
well (AP2-6), we find that the mean bias for concept D becomes significantly larger compared to 
the other three concepts (1ppm vs 0.1 ppm, see Table 4). Concept D has also a much larger 
spread of values. However, concept D shoes a larger number of soundings and it is possible that 
applying a more tailored filter could bring concept D more in line with the other three concepts.   

Figure 3 compares the retrieved to the true (simulated) values of AOD, COD and AOD+COD 
for the four instrument concepts for the aerosol scenarios 1-6. As expected, we find a tendency for 
large AODs to be underestimated and low ADOs to be overestimated by the retrieval due to the 
impact of the a priori constraint on AOD and the limited aerosol information given by the spectra. 
For concepts A-C, the comparison between retrieved and true AOD are similar, while results for 
concept D are significantly poorer. For COD, we find that all concepts reproduce the true 
(simulated) COD well. The result of poorer aerosol performance for concept D shown in Figure 3 
is consistent with the observation of larger XCO2 biases.     
 

 

Figure 2: Histograms of XCO2 biases related to aerosols assuming a known aerosol type for instrument 
concepts A to D for aerosol scenarios 1-6. The results are given for all ‘converged’ retrievals and for 

retrievals filtered for number of diverging steps less or equal to 1.    
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Figure 3: Comparison of retrieved and true AOD, COD and AOD+COD for the four instrument concepts. 

 

Table 4: Summary of the XCO2 biases and their spread (given by the standard deviation) for the 
simulations for aerosol scenarios 1-6 and AP2-6. The values in brackets are without filtering (for number of 

diverging steps less or equal to 1). The number of soundings is also given.  
 

Concept A Concept B Concept C Concept D 
Mean CO2 Bias 
(ppm) 

1-6  0.08 (0.09) 0.07 (0.08) 0.09 (0.06) 0.21 (0.01) 
AP2-6 0.11 (0.66) 0.12 (0.43) 0.09 (0.63) 0.97 (0.67) 

Standard 
Deviation (ppm) 

1-6 0.37 (0.60) 0.15 (0.70) 0.20 (0.67) 0.40 (0.57) 
AP2-6 0.42 (1.24) 0.24 (1.01) 0.27 (1.22) 1.28 (1.49) 

Number of 
Soundings  

1-6 56 (81) 51 (77) 52 (76) 62 (90) 
AP2-6 39 (65) 33 (61) 41 (65) 55 (75) 

 

5.3 Results for unknown aerosol type  
The results of the retrieval experiment for unknown aerosol type for aerosol scenarios 1-6 for 

the four instrument concepts are summarized in Table 5. We find that results are comparable to 
the retrieval simulations for known aerosol type for concept A and B. For concept C, we find an 
increased spread of the biases while for concept D, the mean bias and the spread increase.  

Again, concept C and D have a larger number of soundings compared to concepts A and B. To 
test if results can be brought into agreement between all concepts by a stricter filter, we have 
applied a new filter to concepts C and D that does not allow any diverging retrieval steps. The 
results are given in square brackets in Table 5. In the case of concept C, we find bias and spread 
become similar to those of concept A and B. For concept D, we find a decrease of the mean bias 
and the spread of the biases, but the spread is still much larger than for the other 3 concepts.  

 
Table 5: Summary of the XCO2 biases and their scatter (given by the standard deviation) for the 

simulations for aerosol scenarios 1-6 assuming unknown aerosol types. The values in round brackets are 
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for all converged retrievals and the values in square brackets for concepts C and D are for a stricter filter 

that does not allow any diverging retrieval steps.  
 

Concept A Concept B Concept C Concept D 
Mean CO2 Bias 
(ppm) 

0.08 (-0.17) 0.13 (-0.09) 0.04 (-0.21) 
[0.14] 

-0.32 (-0.40) 
[-0.14] 

Standard 
Deviation (ppm) 

0.28 (1.01) 0.15 (0.91) 0.45 (0.90) 
[0.18] 

0.78 (0.740  
[0.52] 

Number of 
Soundings  

57 (84)  55 (79)  62 (83) [49] 67 (90) [60] 

 

6 Instrument-Related Errors 

6.1 XCO2 Errors from IRSF Uncertainties  
We have carried out simulations of spectra for aerosol scenarios 1-6 using the IRSF described 

in TN SRON-CSS-TN-2016-002 (eq. 6 in section 1.2) for a non-distorted case and the symmetric 
distortion 1 (Figure 4). The spectral difference between spectra calculated from the distorted and 
non-distorted IRSF are then used according to Eq. 6-6 to estimate the resulting error in XCO2. 
Three different gain matrices have been used to ensure that the calculated errors are 
representative for a range of scenarios.  

If the IRSF distortion is applied to all bands simultaneously, we observed XCO2 errors between 
1 and 3 ppm with largest errors observed for concept B and C.  We can observe that errors inferred 
for each band separately can have positive or negative signs so that there will be a compensation 
of errors for the combined, simultaneous error. Since we do not know necessarily the direction of 
the distortion, we have also calculated the rms error from the error for each band. In this case, we 
observe that errors for concept A and B are lowest (except for gain matrix with high COD) while 
errors for concept C are largest. However, should the IRSF distortion between the bands be 
correlated then the simultaneous error (‘All’) is more representative of the expected errors.    
 
 

 

Figure 4: IRSF function and IRSF error used to evaluate the impact of IRSF errors on XCO2 

 

Table 6: XCO2 errors in ppm resulting from an IRSF uncertainty (distortion 1) for the 4 instrument 
concepts. The errors are given when the distortion is applied to all 3 bands at the same time (‘All’), for 

each band individually, and the rms error inferred from the individual errors.  

  All NIR SWIR1 SWIR2 RMS 
Concept A   
Ref -1.67 -0.63 -0.91 -0.13 1.11 
Low COD -1.97 -0.68 -0.93 -0.36 1.21 
High COD -1.10 -0.53 -1.02 0.45 1.23 
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Concept B   
Ref -1.93 -0.99 -0.76 -0.17 1.26 
Low COD -1.90 -0.86 -0.82 -0.22 1.21 
High COD -3.07 -2.23 -0.78 -0.07 2.36 
Concept C   
Ref -2.49 -0.43 -2.19 0.13 2.23 
Low COD -2.53 -0.32 -2.18 -0.03 2.20 
High COD -2.70 -0.60 -2.61 0.51 2.73 
Concept D   
Norm -1.43 0.01 -1.59 0.16 1.59 
Low COD -1.60 -0.02 -1.60 0.02 1.60 
High COD -0.92 0.19 -1.64 0.53 1.73 

 

6.2 XCO2 Errors Zero Level Offset Uncertainties  
We have assessed the XCO2 errors for a non-corrected zero level offset with the same 

approach used in section 6.1. The requirements on zero level offset are given in Table 7 and the 
resulting errors in XCO2 are given in Table 8. We find that errors are less than 1 ppm for all four 
instrument concept with a tendency for slightly larger errors for concept C and D when the rms 
error is considered.  
 

Table 7: Zero level offset requirement for the 3 bands 

Band Zero Level Offset (1012 ph s-1 cm-2 µm-1 sr-1) 
NIR 4.2 
SWIR1 4.3 
SWIR2 0.53 

 

Table 8: XCO2 errors in ppm resulting from a zero level offset (according to Table 7) for the 4 instrument 
concepts. The errors are given when the zero level offset is applied to all 3 bands at the same time (‘All’), 

for each band individually, and the rms error inferred from the individual errors 

  All NIR SWIR1 SWIR2 RMS 
Concept A   
Norm -0.40   0.08 -0.54      0.06       0.55 
Low COD -0.42      0.07       -0.54      0.05       0.55 
High COD -0.47      0.07      -0.67       0.12       0.68 
Concept B   
Norm  -0.32 0.13      -0.45    -0.001      0.47 
Low COD -0.36       0.12      -0.48     0.003      0.50 
High COD -0.36 0.08      -0.49     0.05       0.50 
Concept C   
Norm -0.50  0.05      -0.66       0.11       0.67 
Low COD -0.50      0.06     -0.66       0.10       0.67 
High COD -0.59    0.05      -0.79       0.15       0.80 
Concept D   
Norm -0.43       0.15      -0.61      0.03       0.63 
Low COD -0.42       0.15      -0.59      0.02       0.61 
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High COD -0.53       0.17      -0.75      0.04 0.77 
 

6.3 XCO2 Errors from Straylight Uncertainties  
The effects of straylight have been studies using the approach given in TN SRON-CSS-TN-

2016-002 with the updates provided by B. Sierk (private communication). Essentially, a straylight 
kernel function in spatial and spectral direction is applied. This means that each spectral element 
(central element of the kernel) will receive a small fraction of light from other spectral or spatial 
elements. We have set the central element of the kernel to zero and normalised the kernel to a 
value for the Total Internal Scatter (TIS) of 0.9% (NIR), 0.7% (SWIR-1) and 0.5% (SWIR-2). The 
central element has been given a value of 1–TIS. This means that the central element has a value 
of >99%.    

We have applied the straylight kernel to 2 scenarios. In the clear scenario the observed scene 
is given by the VEG50 scenario for all spatial rows on the detector. In this case, the straylight is 
only from the spectral direction. In the clear-cloudy scenario, we have assumed that half of the 
scene (including the scene considered for the analysis) is given by the VEG50 scenario while the 
other half sees a cloudy scene with cloud optical depth of 10. The resulting straylight radiance 
spectra are given in Figure 5.  

 

 

Figure 5: Spectral radiance errors (in ph/s/micron/cm2/sr) from straylight for the 4 instrument concepts for 
a clear scene (blue) and a scene where half of the field of view is clear and the other half is cloudy 

(green).  

 

The errors in XCO2 as a consequence of the straylight errors are inferred using linear error 
analysis (Eq. 6-6). Table 9 summarizes the XCO2 errors for each band and for all bands for the 
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clear and the clear-cloudy scenario. For the clear scenario, we find total XCO2 errors between 3 
and 4 ppm for concepts A-C and slightly lower errors for concept D. For concept A and B, the 
largest fraction of the error is from the NIR band while SWIR-1 is the largest contributor for 
concepts C and D reflecting the higher spectral resolution of this band for these concepts. As 
expected, we find much larger errors for the clear-cloudy scenes with values between 5 and 7 
ppm. The largest error is now observed for concept C and the smallest error for concept B. Again, 
we find that straylight errors are dominated by SWIR-1 for concepts C and D. For concept A and 
B, NIR and SWIR-1 are contributing in a similar manner.   
 

Table 9: XCO2 Errors (in ppm) from straylight estimated for the clear and the clear/cloudy scene   

  All NIR SWIR1 SWIR2 
Concept A   
Clear  -3.6 -2.4 -1.3 0.1 
Clear-cloudy -5.8 -2.6 -3.7 0.5 
Concept B  
Clear  -3.8 -2.9 -0.9 0.1 
Clear-cloudy -5.2 -2.9 -2.8 0.5 
Concept C  
Clear  -3.6 -1.1 -3.0 0.5 
Clear-cloudy -6.7 -1.1 -7.4 1.8 
Concept D  
Clear  -2.7 0.1 -2.9 0.2 
Clear-cloudy -5.7 0.82 -7.3 0.7 

 

7 Additional Sizing Concepts 
We have investigated the XCO2 retrieval errors from aerosol-scattering and instrument 

calibration (IRSF and zero level offset) for sizing concepts that are obtained by systematically 
degrading the spectral resolution in all 3 bands.  As a starting point, we have used instrument 
concept C and we have decreased the resolution by applying a multiplicative (resolution) factor to 
the spectral resolution in each band between 1 and 5. The same factor is applied to the intensity-
dependent factor a in the SNR equation (Eq. 4-1). Figure 6 shows the impact of the application of 
this factor on the SNR.  

 

 

Figure 6: Signal-to-noise SNR for the 3 bands as a function of the resolution factor (RF).  
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We have considered two implementation option: 
a) the number of spectral points remains constant  
b) the oversampling ratio is kept constant and thus the number of spectral points is 

reduced.   
We have repeated the retrieval simulations for aerosol-related errors described in section3  but 

limited it to aerosol scenarios 1-6. The summary for options a and b are given in Figure 7 and 
Figure 8, respectively. For option a, the retrieval precision remains essentially unchanged (with a 
value of ~0.5 ppm) as the lower SNR is compensated by the increased resolution. We find that 
aerosol related errors for ‘known type’ are very similar between the different resolutions, while for 
‘unknown type’ we find a clear increase in the spread of errors with higher resolution (from 0.18 
ppm to 0.45 ppm). The IRSF errors are larger for higher resolution while the zero level offset errors 
change little with resolution.  

For option b, we see a clear increase in the estimated retrieval precision with resolution factor 
(i.e. lower resolution). Again, we find that the mean bias related to aerosol changes little with 
resolution. In contrast to implementation option a, we now find that the spread of the errors 
increase significantly with decreasing resolution.  The IRSF and zero-level offset related errors are 
similar as before.  

 

 

Figure 7: Summary of the XCO2 error analysis for the 5 resolution factors for implementation option a 
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Figure 8: Summary of the XCO2 error analysis for the 5 resolution factors for implementation option b 

 

8 Summary and Conclusion 
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Figure 9: Summary of the XCO2 errors inferred for the 4 instrument concepts studies in section 5 and 6. 
Not included is the error from straylight.  

 

We have analysed aerosol-related XCO2 errors and errors from instrument calibration 
uncertainties (IRSF, zero level offset and straylight) for four specific instrument concepts. Aerosol-
related errors have been studied with full end-to-end retrieval simulations while linear error analysis 
has been used for instrument errors. Overall, we find that aerosol-related errors are similar 
between concepts A to C (somewhat depending on the chosen quality filter) while concept D tends 
to yield larger errors. It can be presumed that this is a result of the comparably low SNR assumed 
for concept D. We find that IRSF-related errors are significant for all concepts but are largest for 
concepts with higher spectral resolution (concepts C and D). Zero level offset errors tend to be 
similar and small for all concepts. We find that straylight errors are large but again similar for all 
concepts.  

We have conducted an additional systematic study on the impact of changing spectral resolution 
and SNR of instrument concepts (section 8). This study supports the finding that aerosol-related 
errors are similar between different resolutions but depending on the implementation option, the 
higher or the lower resolution concepts are preferred. Again, we see that IRSF errors are largest 
for concepts with high spectral resolution.  

In summary, we conclude that concept B appears as the best compromise between a high 
capability to mitigate aerosol-related errors and low IRSF-related errors. Note that concept B is the 
only instrument concept that makes use of the ‘super-strong’ CO2 band at 2.1 micron which has 
no heritage from previous satellite missions.  
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1. Abstract 
 
In the context of optimizing CarbonSat (also in terms of costs) it had been investigated in the 
past if high spectral resolution is mandatory for precise and accurate XCO2 retrieval or if a 
somewhat less demanding spectral resolution is also acceptable taking into account that 
other parameters (such as spectral coverage and signal-to-noise performance) can be 
optimized simultaneously for compensation. According to the initial specification of 
CarbonSat - as given in the CarbonSat Mission Requirements Document, MRDv1.0 – a 
rather high spectral resolution was required. Using this specification as a starting point it had 
been investigated in the past to what extent the spectral resolution can be reduced. That 
investigation was primarily based on simulated retrievals which have been carried out by 
University of Bremen using the BESD/C retrieval algorithm and independently by University 
of Leicester using University of Leicester’s XCO2 retrieval algorithm. In addition, real GOSAT 
data had been analysed by SRON. Based on these past investigations it was concluded that 
the spectral resolution can be reduced if the signal-to-noise performance is enhanced and 
the spectral coverage is extended. These findings had been adopted for the final version of 
the CarbonSat Mission Requirements Document - MRDv1.2 - which had been used for sub-
sequent assessments conducted to quantify in detail the performance of CarbonSat in the 
context of the Earth Explorer 8 (EE8) Report for Mission Selection (RfMS) of CarbonSat.  
 
The purpose of this follow-on study is to repeat and extend (parts of) those past 
investigations, which had been carried out to define CarbonSat’s instrument spectral sizing 
point (SSP), where SSP is defined as spectral resolution, spectral coverage and signal-to-
noise performance. Specifically, it was requested to repeat the analysis as had been carried 
out for CarbonSat by the University of Bremen but (i) using the latest version of the BESD/C 
retrieval algorithm (as available at the end of the CarbonSat EE8 related activities), (ii) using 
the latest information on systematic instrument related errors and (iii) using four different pre-
defined instrument concepts: instrument A (similar as CarbonSat MRDv1.0), instrument B 
(similar a CarbonSat MRDv1.2), instrument C (similar as NASA’s OCO-2) and instrument D 
(similar as CNES’s MicroCarb). Here instrument B has the lowest spectral resolution 
compared to the other three instruments but instrument B has highest signal-to-noise ratio 
and covers the largest spectral region. The purpose of this investigation is to find out if the 
past recommendation - which led to a CarbonSat similar as instrument B - is still valid, 
namely that instrument B is equivalent or even better in terms of XCO2 random and 
systematic errors compared to other higher spectral resolution instrument concepts (note that 
instrument B is preferred for cost reasons if equivalent in terms of XCO2 quality).  
 
As shown in this document the following error sources have been considered: (i) instrument 
noise, (ii) geophysical errors (e.g., aerosols, cirrus, sun-induced fluorescence), (iii) zero-
level-offset, (iv) distortions of the Instrument Spectral Response Function, (v) straylight, (vi) 
detector non-linearity and (vii) polarization. It is shown that instrument B has the smallest 
XCO2 random error (“best precision”). For systematic errors the situation is less clear. Using 
full iterative retrievals it is shown that instrument B often has the smallest systematic error for 
the investigated scenarios but according to linear error analysis (performed to isolate 
instrument specific errors) the differences to the other instruments are much less pronounced 
(here the results show that instruments A, B and C are nearly identical). It is therefore 
concluded that the past recommendations - which resulted in MRDv1.2 - are still valid.  
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2. Executive summary 
 
In this document an updated (and extended) analysis of a past analysis is presented.  
That past analysis had been conducted for the ESA Earth Explorer 8 (EE8) candidate 
mission CarbonSat. The results of that past analysis are reported in the Final Report 
(FR) of the ESA study “Level-2 and Level-1B Requirements Consolidation Study” 
/Bovenmann et al., 2014/ in particular in Sect. 5.1 - 5.3. In the following that past 
study is referred to as CS-L1L2-I study. 
 
A key result of that past analysis was that the spectral resolution of CarbonSat can 
be reduced (w.r.t. to the initial instrument configuration) - without degradation in 
terms of biases and precision of the main data products XCO2 and XCH4 - if the 
spectral coverage of (the initial specification of) CarbonSat bands is extended and 
the signal-to-noise ratio (SNR) is enhanced.  
 
As a result, it had been recommended (and later also decided) to aim at a new 
“spectral sizing point” (SSP) for CarbonSat, where SSP is defined as a certain 
combination of spectral resolution, spectral coverage and SNR performance. The 
decision about the new SSP has been made quite early in CarbonSat Phase A and 
the resulting instrument specification had been used to update the CarbonSat 
Mission Requirements Document (MRD) from versions 1.0/1.1 to version 1.2.  
 
Document MRDv1.2 had been used as input for many sub-sequent assessments 
and, ultimately, for the results presented in the CarbonSat EE8 Report for Mission 
Selection (RfMS) /CS RfMS, 2015/. All these assessments confirmed that a 
CarbonSat instrument with the new MRDv1.2 SSP will be able to meet the 
demanding XCO2 and XCH4 requirements concerning random and systematic errors 
(see /Buchwitz et al., 2013a, 2013b, 2015/ /Bovensmann et al., 2015/ /CS RfMS, 
2015/). 
 
At present, however, more details are available on various instrument related errors 
such as detector non-linearity and straylight. It is therefore of interest to know if the 
past CarbonSat findings and recommendations concerning its SSP are still valid or 
not. This is relevant in the context of ongoing activities related to a possible future 
European satellite mission to monitor fossil CO2 emissions (see “Towards a 
European Operational Observing System to Monitor Fossil CO2 emissions” /Ciais et 
al., 2015/).  
 
In this document results from a new analysis are reported which are an update and 
extension of the above mentioned past analysis. Specifically, simulated retrievals 
have been performed for four different SSPs referred to as instrument concepts A, B, 
C and D in this document.  
 
Instruments A and B correspond to CarbonSat MRD v1.0 and v1.2, respectively, 
except for the SNR performance (which had been updated based on the most recent 
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information). Instrument C is similar to NASA’s OCO-2 and Instrument D is similar to 
MicroCarb/CNES. 
 
Simulated retrievals have been performed primarily for the 15 geophysical scenarios 
also used for the previous CarbonSat SSP assessments (see /Bovenmann et al., 
2014/, in particular Sects. 5.1 to 5.3). They are defined by different CO2, CH4, and 
aerosol vertical profiles, different aerosol types, cirrus amounts and cirrus altitudes 
and different amounts of Sun-Induced Fluorescence (SIF). These parameters are 
input parameters for radiative transfer simulations. The high spectral resolution 
radiances - as computed with the radiative transfer model SCIATRAN - have been 
converted to simulated satellite instrument radiance observations using an instrument 
model.  
 
The simulated radiance observations have then been inverted using the BESD/C 
retrieval method, which has also been used for previous CarbonSat assessments. 
The main output of the retrieval step is the retrieved XCO2 and its uncertainty 
(essentially the XCO2 random error due to instrument noise). Systematic XCO2 
retrieval errors are obtained by computing the difference of the retrieved and the 
“true” XCO2 (the “true” XCO2 has been computed from the known model 
atmosphere).  
 
The main question to be answered via the activities described in this document is: 

• Is instrument B equivalent (or even better) in terms of XCO2 data quality 
compared to (some or all of) the other (higher spectral resolution) instruments 
or not? 

 
This question is relevant as high spectral resolution implies high costs. This means 
that instrument concept B is the preferred concept if equivalent in terms of XCO2 
quality. 
 
This question has been answered by performing simulated XCO2 retrievals for 
different SSPs (i.e., different instrument concepts) using different scenarios and 
different instrument / calibration related errors such as straylight, detector non-
linearity and zero-level-offset. 
 
The findings can be summarized as follows: It is shown that instrument B has the 
smallest XCO2 random error (“best precision”) (Figure 1). For systematic errors the 
situation is less clear. Concerning systematic errors (biases) it is shown using full 
iterative retrievals that instrument B often has the smallest bias for the investigated 
scenarios (Figure 1).  In addition, a linear error analysis has been performed in 
particular to (better) isolate instrument related biases. Also here instrument B shows 
good performance but the differences between the four instruments is much less 
pronounced (esp. for A, B and C) (Figure 2). It is therefore concluded that the past 
recommendations - which resulted in CarbonSat MRDv1.2 - are still valid. 
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Figure 1: Summary of the error analysis results obtained using full iterative retrievals. 
A row corresponds to one of the four instruments A, B, C and D. A column 
corresponds to a certain systematic error or combination of errors: GEO: geophysical 
error (i.e., XCO2 error due to aerosols, clouds, etc.), GEO+ZLO: zero-level-offset 
(radiance) error in addition to GEO error, ISRF: Instrument Spectral Response 
Function (two type of ISRF errors have been investigated (a = anti-symmetrial shape 
error, s = symmetrical error)), STRAY: straylight, NL: detector non-linearity (only input 
data for the instruments A and B were available), and POL: polarization related 
radiance error. The green bars show the XCO2 random error (“precision”). The red 
bars show the three numbers computed to characterize XCO2 biases (from left to 
right): mean bias, standard deviation of bias and root-mean-square error. As can be 
seen, instrument B has “best precision” (smallest random error) and typically also 
smallest bias (smallest systematic error). For additional details see Sect. 6. 
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Figure 2: Overall summary of the error analysis results using scores (see Sect. 8.1). 
The higher the score, the better the instrument in terms of smaller XCO2 biases. The 
red bars (“Iterative abs.”) show the scores for the results obtained using full iterative 
retrievals. The blue bars (“Linearized”) show the scores using linearized retrievals. As 
can be seen, instrument B is “the winner” for both methods. For additional details incl. 
explanation of “Iterative diff.” (green bars), where the results are somewhat difficult to 
interpret, see Sect. 8.1.2. 
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3. Used set-up and simulation tools  
 

3.1. Overview 
 
The goal of this study is to investigate four different satellite instrument concepts in 
order to determine their characteristics with respect to the retrieval of column-
averaged dry-air mole fractions of carbon dioxide (CO2), i.e., XCO2. Essentially it is of 
interest to find out which instrument is “the best” for this application and how large the 
XCO2 data quality differences are (if the differences are “negligible”, then other 
criteria for instrument selection are more relevant, e.g., costs).  
 
However, none of the instruments is directly measuring XCO2. Each instrument 
measures a radiance spectrum. This radiance spectrum needs to be “interpreted” 
w.r.t. XCO2 using an inversion (or retrieval) algorithm, which is typically a quite 
complex algorithm using atmospheric radiative transfer modelling and a large number 
of input parameters. The instrument observes the atmosphere, which is defined by 
many parameters including CO2. The atmospheric radiance, which enters the 
instrument, is modified by the instrument and is measured using a detector. The 
detector signals can be converted to the observed radiance using a “Level 0 to Level 
1” algorithm (essentially the inverse of the instrument model) and calibration 
parameters. This observed radiance can then be converted to the desired quantity 
XCO2. This retrieved XCO2 can be compared with the “true XCO2” (which is known 
for simulations) in order to determine the bias characteristics of the retrieved XCO2. 
These characteristics depend NOT ONLY on the instrument but ALSO on the 
inversion (or retrieval) algorithm, i.e., on the entire Observing System (Figure 3). This 
means that - strictly speaking - the results shown in this document are valid only for 
the observing system, which uses BESD/C as inversion algorithm. The influence of 
the inversion algorithm is however considered in this study by using also other 
algorithms (see the corresponding technical reports and the Final Report of this 
study). Furthermore, linear error analysis is used in addition to full iterative retrievals. 
 

 
Figure 3: The XCO2 observing system. 
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For the purpose of this study, it is essential to determine how certain characteristics 
of the Level 1 radiance spectra determine the quality of the XCO2 Level 2 data 
products of the proposed CarbonSat-like instrument. To perform these assessments, 
the IUP-UB CarbonSat (CS) analysis system has been used, which is described in 
detail in /Buchwitz et al., 2013a, 2013b, 2015/ /Bovenmann et al., 2014/.  
 
A more detailed overview about this analysis system is shown in Figure 4. The key 
components are: 

• a Radiative Transfer Model (RTM) which computes high spectral resolution 
radiances based on given atmospheric, surface parameters and other 
parameters such as the solar zenith angle.  A given set of parameters is 
referred to as “geophysical scenario” in the following. 

• an instrument model which converts the high resolution RTM radiances into 
simulated satellite instrument observations taking into account the instrument 
characteristics as given by instrument requirements (or performance 
estimates) for parameters such as spectral range, spectral resolution and 
signal-to-noise ratio (SNR). 

• the Level 1-2 retrieval program (“BESD/C”) which inverts the radiance spectra 
in order to obtain the desired parameter XCO2 (and XCH4) and its statistical 
uncertainty (random error). The XCO2 systematic error (bias) is computed as 
“retrieved minus true”, where the true value of XCO2 is obtained from the used 
model atmosphere.  

 
More details on these components are given in the following sub-sections. 
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Figure 4: Overview of the IUP-UB satellite instrument Level 1 to Level 2 analysis 
system as used for past for CarbonSat assessments and also used in this study. 
Figure from /Buchwitz et al., 2013b/. 
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3.2. Retrieval Algorithm BESD/C 

 
The retrieval algorithm used for the assessment results presented in this document is 
BESD/C /Bovensmann et al., 2010/ /Buchwitz et al. 2013a/. BESD stands for 
“Bremen optimal Estimation DOAS”. BESD/C is an algorithm primarily designed to 
retrieve atmospheric dry-air column-averaged mole fractions of CO2 and CH4, i.e., 
XCO2 and XCH4 from satellite observed radiance spectra in the Near-Infrared / 
Shortwave-Infrared (NIR/SWIR) spectral region. In addition, a number of other 
parameters, such as Sun-Induced Fluorescence (SIF) (also referred to as Vegetation 
Chlorophyll Fluorescence (VCF) in this document) and cirrus optical depth (COD), 
can also be retrieved with this algorithm.  
 
BESD/C is based on Optimal Estimation (OE) /Rodgers, 2000/ and uses SCIATRAN 
as the forward (RT) model. SCIATRAN is a powerful state of the art RT simulation 
software which has been developed at the IUP of University of Bremen /Rozanov et 
al. 2014/.  
 
BESD/C has been designed to simultaneously evaluate multiple spectral regions 
(e.g., O2 A band and SWIR bands) and to retrieve scattering parameters (aerosols, 
clouds) in addition to XCO2, as well as other parameters (e.g., SIF). 
 
The radiance as used for the purpose of this study are high spectral resolution 
radiances (computed with SCIATRAN), which are converted to simulated satellite 
radiance observations using an instrument model, which is described in the following. 
 
The same (full iterative) BESD/C retrieval algorithm has been applied to simulated 
radiance of all 4 instruments investigated in this study. However, some of the retrieval 
algorithm settings had to be adjusted due to the fact that the instruments cover 
different spectral regions. The only differences are the following: 

• All instruments: Spectral fitting windows according to instrument specification. 
• SIF and COD pre-processing: 

o A: SIF: yes (via 758 nm region); COD: no 
o B: SIF: yes (via 758 nm region); COD: yes (via 1939 nm region) 
o C: SIF: no; COD: no 
o D: SIF: no; COD: no 
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3.3. Instrument Simulator 

 
The satellite instrument simulator as used for the presented assessments converts 
the high spectral resolution radiance and irradiance spectra as computed with RTMs 
such as SCIATRAN /Rozanov et al. 2014/ into simulated spectra as measured by a 
satellite instrument by 

• convolving the spectra using the assumed Instrument Spectral Response 
Function (ISRF) (spectral resolution), 

• computing the wavelength grid of the satellite radiance observations using the 
definition of the instrument’s spectral bands, spectral resolution and Spectral 
Sampling Ratios (SSR), 

• spectral interpolation of the convolved spectra onto the instrument spectral 
grid and 

• computation of the measurement error using the instrument signal-to-noise 
ratio (SNR). 

 
Figure 5 shows example spectra for instrument B. The instrument parameters are 
from /Landgraf et al., 2017b/ and described in Sect. 5. 
 

 
Figure 5: Simulated nadir radiance (top), solar irradiance (2nd row), sun-normalized 
radiance (3rd row) and signal-to-noise ratio (bottom) spectra for vegetation albedo 
and a Solar Zenith Angle (SZA) of 50o. Here the SSP corresponds to instrument B. 
The scenario is s01 (details are given below). 
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4. Geophysical Scenarios 
 

4.1. Overview 
 
For the purpose of this study we use the 15 geophysical scenarios as defined and 
used also in the past to optimize the SSP of CarbonSat /Bovensmann et al., 2014/. 
They are described in /Bovensmann et al., 2014/ but also in the following sub-
sections. 
 
Key parameters which are varied and which define the used geophysical scenarios 
are: 

• CO2 (and CH4) vertical profiles 
• SIF 
• Aerosol profile 
• Aerosol type  
• Cirrus optical depth (COD) 
• Cirrus altitude 

 
The focus is on simulations for vegetation surface albedo (VEG) and a solar zenith 
angle (SZA) of 50o. If other conditions have been used, then this is explicitly 
mentioned in the following. 
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4.2. GHG vertical profiles 

 
Two sets of CO2 and CH4 vertical profiles have been used. They are shown in Figure 
6 (see also Table 1). One set (shown in black) corresponds to the a priori (= first 
guess) profiles as used for the retrieval. The other set (green) has been used for 
most of the simulated satellite observations presented in this report. It corresponds to 
a typical northern mid-latitude summer (MLS) scenario, where lower atmospheric 
CO2 (especially in the boundary layer) is lower than average due to CO2 uptake by 
growing vegetation (plant uptake) and CH4 is higher primarily due to wetland 
emissions (note that the same profiles have been used for the assessments 
presented in /Bovensmann et al., 2010/). As can be seen from Figure 6, XCO2 is 
390 ppm for the a priori profile and 386.27 ppm for the MLS profile, i.e., XCO2 is 3.7 
ppm ppm lower for the MLS scenario. 
 

 
Figure 6: The two sets of CO2 and CH4 vertical profiles used for the assessments 
described in this document (black: a priori profiles; green: northern mid-latitude 
summer (MLS) profiles as used for most of the simulated satellite observations 
presented in this document).  
 

Greenhouse Gas (CO2 and CH4) vertical profiles 
No. Type Comment 

1 A priori - 
2 Perturbed Northern hemispheric mid-latitude summer (MLS) conditions, 

see also /Bovensmann et al., 2010/ 
Table 1: The two sets of CO2 and CH4 vertical profiles used in this study. See also 
Figure 6. 
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4.3. Sun-Induced Fluorescence (SIF) 

 
Four different Sun-Induced Fluorescence (SIF) / Vegetation Chlorophyll 
Fluorescence (VCF) emission spectra have been used for this study. They are shown 
in Figure 7 (see also Table 2). 
 

 
Figure 7: The four SIF/VCF emission spectra used in this study (from /Rascher et 
al., 2009/). See also Table 2. 
 
 

Sun-Induced Fluorescence (SIF) / Vegetation Chlorophyll Fluorescence (VCF)  
emission spectra 

No. Type Comment 
1 A priori Peak emission: 1 mW/m2/nm/sr @ 740 nm 

= 0.8 mW/m2/nm/sr @ 755 nm 
2 Perturbed (x2) As 1 but scaled with x 2.0 
3 Perturbed (x1.2) As 1 but scaled with x 1.2 
4 Perturbed (x0.5) As 1 but scaled with x 0.5 

Table 2: The four SIF/VCF emission spectra used in this study. See also Figure 7. 
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4.4. Aerosols  

 
Five different aerosol types based on OPAC /Hess et al., 1998/ have been used. 
They are summarised in Table 3. Note that they differ somewhat from the scenarios 
listed in Tab. 6 of /Bovensmann et al., 2014/. The main reason is that the latest 
version of the BESD/C retrieval algorithm use “OPAC continental average, 70% 
humidity” (here: No. 0) as a priori aerosol type. 
 
 

Aerosol types 
No. Type Comment 

0 A priori: 
OPAC continental average, 70% 
humidity (CA70) 

Mixture: 
• 46% water soluble 
• 54% soot 

Humidity troposphere: 90% 
1 OPAC continental clean (CC) Mixture: 

• 100% water soluble 
Humidity troposphere: 70% 

2 OPAC continental average, 90% 
humidity (CA90=CA) 

Mixture: 
• 46% water soluble 
• 54% soot 

Humidity troposphere: 90% 
3 OPAC continental polluted (CP) Mixture: 

• 31% water soluble 
• 69% soot 

Humidity troposphere: 90% 
4 OPAC desert (DE) Mixture: 

• 87% water soluble 
• 12% mineral (nucleation mode) 
• 1% mineral (accumulation mode) 

Humidity troposphere: 70% 
Table 3: The five aerosol types used in this study based on OPAC /Hess et al., 
1998/. 
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Five different aerosol extinction profiles have been used and are summarised in 
Table 4. Note that the extinction profiles are only valid for 550 nm as the wavelength 
dependence of the extinction profiles depends on aerosol type. Note that the AODs 
differ somewhat from the values listed in Tab. 6 of /Bovensmann et al., 2014/. The 
main reason is that the a priori profile as used in the latest version of the BESD/C 
retrieval algorithm has changed. 
 
 

Aerosol extinction vertical profiles (550 nm) 
No. Type Comment 

1 A priori AOD: 0.200 
2 Enhanced in BL: x2.0 in 0-2 km AOD: 0.305 
3 Enhanced in BL: x1.5 in 0-2 km AOD: 0.252 
4 Reduced in BL: x0.5 in 0-2 km AOD: 0.174 
5 Reduced in BL: x0.2 in 0-2 km AOD: 0.111 

Table 4: The five aerosol extinction profiles and corresponding AODs (at 550 nm) as 
used in this study. BL = Boundary Layer. 
 
 

4.5. Cirrus clouds 
 
Six different cirrus clouds have been defined for this study and they are summarised 
in Table 5 shown below. 
  

Cirrus clouds 
No. Cloud Optical Depth (COD) [-] Cloud Top Height (CTH) [km] 

1 A priori: 0.05 A priori: 10.0 
2 0.10 10.0 
3 0.20 10.0 
4 0.20 8.0 
5 0.02 12.0 
6 0.05 9.0 

Table 5: The six cirrus clouds defined for this study. 
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4.6. Summary geophysical scenarios 

 
Fifteen different geophysical scenarios have been defined using different 
combinations of the parameters described in the previous sub-sections. They are 
presented in Table 6. 
 
Note that XCO2 is 390.00 ppm for GHG vertical profile No. 1 (XCH4: 1694.26 ppb) 
and 386.27 ppm for No. 2 (XCH4: 1724.92) (see Figure 6 ). 
 
 

Overview Geophysical Scenarios 
No. GHG vertical 

profiles 
VCF Aerosol 

type 
Aerosol 

extinction 
Cirrus 

1 1 (~constant) 1 1 (clean, CC) 1 1 (COD 0.05 / 10 km)  
2 2 (mid-lat.summer) 1 1 1 1 
3 2 2 (x2.0) 1 1 1 
4 1 2 1 1 1 
5 2 3 (x1.2) 1 1 1 
6 2 3 1 2 (x2.0) 1 
7 2 3 1 2 2 (0.1) 
8 2 3 1 2 3 (0.2) 
9 2 3 1 2 4 (0.2 / 8 km) 

10 2 3 2 (average, CA90) 2 4 
11 2 3 3 (polluted, CP) 2 4 
12 2 3 4 (desert, DE)) 3 (x1.5) 5 (0.02 / 12 km) 
13 2 4 (x0.5) 4 4 (x0.5) 5 
14 2 1 1 5 (x0.2) 1 
15 2 1 1 4 6 (9 km) 

Table 6: The 15 geophysical scenarios defined for this study.  
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5. Instrument configurations 
 
An overview of the 4 instrument configurations A, B, C and D, which have been 
investigated in this study, is given in Table 7. 
 
Spectra for instrument B for scenario s01 are shown in Figure 5. The corresponding 
spectra for instruments A, C, and D are shown in Figure 8, Figure 9, and Figure 10, 
respectively. 
 
Radiance ratios for all scenarios w.r.t. one reference scenario (s01) are shown in 
Figure 11 (instrument A) to Figure 14 (instrument D). 
 
Instrument 

concept  
Band Spectral range 

[nm]  
Spectral 

resolution 
FWHM [nm] 

Continuum 
SNR [-]  

SSR (per 
FWHM)  

Comment 

A NIR 
SW1 
SW2 

756-773 
1559-1675 
2043-2095 

0.045 
0.3 

0.13 

622  
949  
167  

2.5 
2.5 
2.5 

Similar as  
CS MRDv1.0 
except SNR 

B NIR 
SW1 
SW2 

747-773 
1590-1675 
1925-2095 

0.1 
0.3 

0.55 

872  
823  
431  

3.1 
3.1 
3.3 

Similar as  
CS MRDv1.2 
except SNR 

 
C NIR 

SW1 
SW2 

758-772 
1591-1621 
2042-2081 

0.042 
0.076 
0.097 

405 
385 
170 

2.5 
2.5 
2.5 

Similar as 
OCO-2 

D NIR 
SW1 
SW2 

758-769 
1597-1619 
2023-2051 

0.032 
0.067 
0.085 

190 
160 
61 

2.9 
2.9 
2.9 

Similar as 
MicroCarb 

 
Table 7: The four instrument configurations investigated w.r.t. XCO2 data quality. 
SSR is the Spectral Sampling Ratio = FWHM/SSI, where FWHM is the “Full Width 
Half Maximum” of the satellite Instrument Spectral Response Function (ISRF). The 
Signal-to-Noise Ratios (SNRs) are valid for the following radiances (given in 
photons/s/cm2/nm/sr): NIR: 2x1013, SW1: 4x1012, SW2: 9.1x1011. The instrument 
parameters are from /Landgraf et al., 2017b/. 
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Figure 8: As Figure 5 but for instrument A. 
 

 
Figure 9: As Figure 5 but for instrument C. 
 
  



 
IUP/IFE-UB 
M. Buchwitz 

Study on Spectral Sizing for  
CO2 Observations:  

Error analysis for CarbonSat 
scenarios and different  

spectral sizing 

Version: 4.0  
 

Doc ID: IUP-CO2SS-TN-5 
 

Date: 30-April-2018 

 

 
133 

 

 

 
Figure 10: As Figure 5 but for instrument D.  
 

 
 
Figure 11: Radiance of scenario s01 for instrument A (top) and radiance ratios of 
scenarios s02 to s15 w.r.t. s01 (bottom). 
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Figure 12: As Figure 11 but for instrument B. 
 
 

 
 
Figure 13: As Figure 11 but for instrument C. 
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Figure 14: As Figure 11 but for instrument D. 
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6. XCO2 retrieval results (“Iterative abs.”)  
 
In this section, the XCO2 retrieval results are presented for the described 4 
instruments (= 4 different spectral sizing points). For each instrument the XCO2 
random and systematic retrieval error has been determined by applying the BESD/C 
retrieval algorithm to simulated radiances corresponding to the 15 selected 
scenarios. 
 
The assessment method and results as presented in this section are referred to as 
“Iterative abs.” in this document (i.e., absolute XCO2 biases are presented and 
discussed originating from application of the iterative BESD/C algorithms to radiance 
spectra “with errors”). 
 
Additional assessment results are presented and explained in Sect. 7, which are 
referred to as “Iterative diff.” and “Linearization” in this document. 
 
 

6.1. Error source: Instrument noise and geophysical error 
(GEO) 

 
In this section XCO2 systematic and random errors are shown for the four 
instruments (= four spectral sizing points) assuming no systematic instrument related 
radiance errors.  
 
The single measurement XCO2 random error - or 1-sigma retrieval precision due to 
instrument noise - has been computed via the BESD/C retrieval method essentially 
by mapping the random error of the radiance (i.e., the noise) onto the random error 
(uncertainty, scatter) of the retrieved XCO2. This error depends primarily on the 
radiance noise but to some extent also on the retrieval algorithm. 
 
The retrieved XCO2 also (typically) has a systematic error or bias. This error is 
computed as “retrieved – true”. Note that the retrieval algorithm is typically not able to 
provide error free XCO2 retrievals especially if the scenario used for the generation of 
the simulated observation does not correspond to the a priori assumptions used for 
the retrieval algorithm (e.g., w.r.t. aerosol type). Note that this is the case for all 15 
scenarios (i.e., at least one parameter chosen for the selected scenarios differs from 
the retrieval assumptions). This source of systematic error – which is present even 
for error-free radiance spectra - is referred to as “geophysical error” in this document. 
Note that the bias would typically differ from zero even if the simulated observation 
would be fully consistent with the a priori assumption as some bias typically also 
originates from the pre-processing algorithms (e.g., surface albedo retrieval).   
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Before the error analysis results are shown and discussed the BESD/C Jabobian 
matrix is shown in  
Figure 15 for instrument A, in  
Figure 16 for instrument B, in  
Figure 17 for instrument C and in  
Figure 18 for instrument D.  
 
The Jacobians show the change of the radiance due to a change of a retrieval state 
vector element. The state vector elements are (from bottom to top); CO2 (3 layers), 
CH4 (3 layers), surface pressure (PRE), Vegetation Chlorophyll Fluorescence (VCF 
or SIF), temperature (TEM), H20, 2 aerosol parameters, one water cloud parameter 
(WOD), two cirrus clouds parameters, albedo (3 parameters), low order polynomial 
coefficients (9 parameter), spectral squeeze (3 parameters), spectral shift (3 
parameters) and zero level offset (3 parameters). 
 
 

 
 
Figure 15: BESD/C Jabobian matrix for instrument A.  
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Figure 16: BESD/C Jabobian matrix for instrument B.  
 
 

 
 
Figure 17: BESD/C Jabobian matrix for instrument C.  
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Figure 18: BESD/C Jabobian matrix for instrument D.  
 
 
 
 
Figure 19 shows the error analysis results. As can be seen (top panel), the 
systematic XCO2 error depends on the scenario and on the instrument, as expected.  
 
For each instrument three numbers have been computed to characterise systematic 
errors, namely the mean error (mean bias), the standard deviation of the bias and the 
root mean square error (RMSE) (or root mean square bias), and the corresponding 
values are shown on the right hand side.  
 
As can also be seen, instrument B has the smallest XCO2 bias (in terms of all three 
metrics) and the smallest XCO2 random error (i.e., the best precision).  
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Figure 19: Top panel: XCO2 systematic error as a function of scenario for the four 
instruments. In the line below it is listed which GHG profiles have been used (A = a priori; M 
= mid-latitude summer (MLS)). Listed on the right is the mean bias, the standard deviation of 
the bias and the root-mean-square-error (RMSE). Panel below: As top panel but for XCO2 
random error. Listed on the right is the mean precision and its standard deviation. Following 
4 panels: A priori values (grey), true values (green) and retrieved values (for the 4 
instruments) for the following 4 parameters: SIF, COD, CTH, AOD(NIR). Listed on the right is 
the linear correlation coefficient between the retrieved and the true parameters and the mean 
value of the relative difference ((retrieved-true)/true). At the bottom it is shown which aerosol 
type has been used for each scenario (note that the a priori type is Continental Average 
(CA)).  
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6.1. Additional error source: Zero-level-offset (ZLO) 

 
In this section error source “Zero-Level-Offset” (ZLO) has been investigated by 
adding to each spectral channel the following radiances (see Sect. 1.5 of /Landgraf 
et al., 2017b/):  

• NIR:  4.2 x 109 photons/s/nm/cm2/sr 
• SW1:  4.3 x 109 photons/s/nm/cm2/sr 
• SW2:  5.3 x 108 photons/s/nm/cm2/sr 

 
These radiometric offsets have been added to the radiances as computed for each 
instrument and each scenario for the e01 simulations and the BESD/C retrieval 
algorithm has been applied to these radiances. 
 
The retrieval results are shown in Figure 20. 
 
As can be seen from  Figure 20 (top panel), instrument B has the smallest XCO2 
bias (in terms of all three metrics) and the smallest XCO2 random error (best 
precision).  
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Figure 20: As  
Figure 19 but also considering ZLO as an additional error contribution. 
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6.2. Additional error source: ISRF distortion (ISRF) 

 
In this section error source “Instrument Spectral Response Function distortion” (ISRF 
distortion) has been investigated by computing simulated radiance observations 
using ISRF anti-symmetrical distortion No. 3 and symmetrical distortion No. 1 as 
given in Sect. 1.2 of /Landgraf et al., 2017b/ (see Figure 21). 
 

 
 

 
 
 Figure 21: Illustration of ISRF distortion No. 3 (top, anti-symmetrical) and No. 1 
(bottom, symmetrical). Source: /Landgraf et al., 2017b/. 
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The retrieval results for the anti-symmetrical ISRF distortion are shown in Figure 22. 
As can be seen from Figure 22 (top panel), instrument B has the smallest XCO2 bias 
(in terms of all three metrics) (but StdDev is identical for instrument A) and the 
smallest XCO2 random error (best precision).  
 

 
 
Figure 22: As  
Figure 19 but also considering anti-symmetrical ISRF distortions as additional error 
contributions. 
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The retrieval results for the symmetrical ISRF distortion are shown in Figure 23. As 
can be seen from Figure 23  (top panel), instrument B has the smallest XCO2 mean 
bias and RMSE and instrument A has the smallest standard deviation of the bias. 
Instrument B has the smallest XCO2 random error (best precision).  
 

 
 
Figure 23: As  
Figure 19 but also considering symmetrical ISRF distortions as additional error 
contributions. 
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6.3. Additional error source: Detector non-linearity (NL) 

 
In this section error source “Detector non-linearity” (NL) has been considered for the 
simulated retrievals by using the radiance dependent systematic errors as specified 
in /Landgraf et al., 2017b/ (see Figure 24). 
 
 

(a) Detector non-linearity for SWIR-1 
and instruments A and B 

(b) Detector non-linearity for SWIR-2 
and instruments A and B 

 

 
 

 

 
 

Figure 24: Detector non-linearity for the SWIR-1 (a) and SWIR-2 (b) bands for 
instruments A and B (source: /Landgraf et al., 2017b/). 
 
 
These errors have been used to modify the radiances as computed for each 
instrument and each scenario for the e01 simulations and the BESD/C retrieval 
algorithm has been applied to these radiances. 
 
The spectral dependence of the error is shown in  
Figure 25. 
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Figure 25: Radiance spectra (top) and radiance ratios (bottom) for the SWIR-1 (left) 
and SWIR-2 (right) bands for instrument A (red) and B (black), where ratio is the 
radiance ratio for a radiance with and without non-linearity error.  
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The retrieval results are shown in  
Figure 26. 
 
As can be seen from   
Figure 26 (top panel), instrument B has the smallest XCO2 bias (in terms of all three 
metrics) and the smallest XCO2 random error (best precision).  
 
 

 
 
Figure 26: As  
Figure 19 but also considering detector non-linearity as an additional error 
contribution. 
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6.4. Additional error source: Polarization (POL) 

 
In this section error source “Polarization” (POL) has been considered for the 
simulated retrievals by using the radiance dependent systematic errors as specified 
in /Landgraf et al., 2017b/. Radiance errors δI (see /Landgraf et al., 2017b/) are 
assumed to result from an instrument, which is not perfectly polarization insensitive, 
i.e., from instrument Mueller matrix elements M01 and M02, which are not zero: 
 
  δI = M01/M00 * Q + M02/M00 * U    Eq. 1 
 
Here M01, M00 and M02 are wavelength dependent instrument Mueller Matrix 
elements (see Figure 27) and Q and U are radiance Stokes vector elements (i.e., 
differences of radiance spectra). For the results shown in this section radiances Q, U 
and I have been calculated with the radiative transfer model SCIATRAN (version 3.4) 
/Rozanov et al., 2014/ assuming a polarizing vegetation surface. The Mueller matrix 
elements correspond to parameters ACT field = 8.584o and ALT field = 0.208o. 
 

 
Figure 27: Instrument Mueller matrix elements (source: /Landgraf et al., 2017b/). 
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The polarization related errors have been used to modify the radiances as computed 
for each instrument and each scenario for the e01 simulations and the BESD/C 
retrieval algorithm has been applied to these radiances. 
 
The spectral dependence of the radiance error is shown in  
Figure 28 -  
Figure 30 for the three bands. It can be seen that - as expected (see Figure 27) - the 
radiance errors are very small, on the order of 10-4 for the NIR band, essentially zero 
for the SWIR-1 band and on the order of 10-3 for the blue part of the SWIR-2 band.    
 

 
 
Figure 28: Radiance spectra in the NIR band of all four instruments (top) and ratios 
of radiance spectra (bottom) for radiances with and without adding radiance 
polarization error δI (see Eq. 1).  
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Figure 29: As  
Figure 28 but for the SWIR-1 band. 
 

 
 
Figure 30: As  
Figure 28 but for the SWIR-2 band. 
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The retrieval results are shown in  
Figure 31.  
 
As can be seen from  
Figure 31 (top panel), instrument B has the smallest XCO2 bias (in terms of all three 
metrics) and the smallest XCO2 random error (best precision).  
 

 
 
Figure 31: As  
Figure 19 but also considering polarization  as an additional error contribution. 
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6.5. Additional error source: Straylight (STRAY) 

 
In this section error source “Straylight” has been considered for the simulated 
retrievals by using straylight as specified in /Landgraf et al., 2017b/ using a scaling 
(straylight correction) factor of a = 1/5 (see /Landgraf et al., 2017b/ for details). The 
radiance of the observed scene is contaminated from spectral straylight and from 
spatial straylight according to the straylight kernel (see /Landgraf et al., 2017b/). The 
observed scene is located close (5 SSD away) to a bright scene (on one side) 
corresponding to a desert scene with much higher albedo, which is 0.6 in all three 
bands. The bright scene is therefore approximately a factor of 3 (= 0.6/0.2) brighter in 
the NIR, a factor of 6 (=0.6/0.1) brighter in the SWIR-1 and a factor of 12 (0.6/0.05) 
brighter in the SWIR-2 band.  
 
The following modifications (i.e., differences w.r.t. to the description given in 
/Landgraf et al., 2017b/) have been applied based on information from ESA (e-mail 
B. Sierk, 18-June-2017): 

• Instrument independent straylight kernels have been used (by setting factors 
ΔλB/Δλ and ΔxB/Δx in Formula (13) to 1.0) 

• The straylight kernels have been normalized to “Total Intensity Scatter” (TIS) 
0.9% for the NIR bands, 0.7% for the SWIR-1 bands and 0.5% for the SWIR-2 
bands. 
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The resulting straylight spectra of the three bands are shown in  
Figure 32 - Figure 34 for scene s01. 
 

 
 
Figure 32: Radiance spectra of all four instruments (top) and corresponding 
straylight spectra (bottom) for the NIR bands. 
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Figure 33: As  
Figure 32 but for the SWIR-1 bands. 
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Figure 34: As  
Figure 32 but for the SWIR-2 bands. 
 
 
 
Simulated retrievals have been performed using the straylight contaminated radiance 
spectra as observations. The results are shown in  
Figure 35.  
 
As can be seen from  
Figure 35 (top panel), instrument D has the smallest XCO2 mean bias, instrument B 
has the smallest standard deviation of the bias, and instrument D has the smallest 
root-mean-square-error. As can also be seen, instrument B has the smallest XCO2 
random error (best precision).  
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Figure 35: As  
Figure 19 but also considering straylight as an additional error contribution. 
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6.6. Summary of “Iterative abs.” results  

 
The results presented in the previous sub-sections, which are summarized in  
Figure 36, show that instrument B has smallest XCO2 random error (“best precision”, 
green bars in  
Figure 36) for all investigated cases and the smallest XCO2 systematic error for 
nearly all investigated cases (red bars in  
Figure 36).  
 

 
 
Figure 36: Summary of the “Iterative abs.” error analysis results for instruments A, B, 
C, D (from top to bottom) and all investigated error sources, which are (from left to 
right): geophysical (Geo), i.e., errors due aerosols, clouds, etc., and the following 
additional instrument/calibration related error sources: zero level offset (ZLO), 
Instrument Spectral Response Function (ISRF) anti-symmetrical (“a”) and 
symmetrical (“s”) distortions, straylight (stray), detector non-linearity (NL) and 
polarization (Pol). The XCO2 random error (“precision”) is shown in green, the three 
metrics for XCO2 systematic error are shown in red (from left to right: mean bias, 
standard deviation of bias, root-mean-square-error).  
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The presented results suggest that instrument B is the preferred instrument concept 
of the four instrument concepts, which have been investigated in this study.  
 
However, it needs to be noted that concepts C and D seem somewhat less sensitive 
to straylight than concept B (assuming that the approach to consider straylight related 
errors is realistic). 
 
Nevertheless, before drawing any final conclusions - it may be worthwhile to carry out 
some additional investigations and these are described in the following section. 
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7. Additional error analysis 
 
As shown in the previous section, instrument B has smallest random error (“best 
precision”) compared to the other three instruments. This is a robust finding as 
(typically) the random error is dominated by the instrument signal-to-noise 
performance and not so much by the retrieval algorithm (at least if a “good” algorithm 
is used). 
 
For XCO2 biases this is less clear as biases critically depend on the used retrieval 
algorithm. This means that it is less clear (compared to random errors) if the 
systematic errors shown in the previous section are primarily due to the different 
instrument concepts or due to the retrieval algorithm. For example it could be that the 
BESD/C algorithm as used to generate the results shown in the previous section is 
somehow “better” to better deal with (pre-defined) “GEO scenarios” (see Sect. 6.1) 
for instrument B compared to the other three instruments. If this would be the case 
than instrument B would be the “winner” for GEO errors. If in addition the additional 
instrument related errors are relatively small (compared to GEO related errors) than 
instrument B would also be the winner for all instrument related errors, i.e., 
instrument B would be the overall winner. 
 
It therefore seems important to aim at disentangling instrument/calibration related 
errors from GEO errors, i.e., from errors due to aerosols and clouds, etc. This can be 
achieved by  

(i) computing the difference of the (“absolute”) XCO2 biases shown in the 
previous section w.r.t. the GEO biases (i.e., “GEO + instrument error” 
minus “GEO error” = “instrument error”). These bias differences are called 
“Iterative diff.” results in this document and these results are obtained by 
computing differences of the “Iterative abs.” results. The disadvantage of 
this approach is that the disentangling is far from perfect (due to pre-
processing related errors and potential influence of the iterative scheme). 

(ii) computing instrument related biases directly by applying the “retrieval Gain 
matrix” to radiance error spectra. These biases are called “Linearization” 
results in this document. This approach has the advantage that it is 
independent of the iteration method as implemented for the BESD/C 
retrieval method and the results do not suffer from pre-processing related 
errors. Arguably, this is the best method to quantify the instrument related 
errors. 

 
The corresponding results are presented in the following sub-sections. 
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7.1. Close loop scenario s00 

 
For retrieval studies based on simulations it is always interesting (or even mandatory) 
to perform a “close loop” (CL) test. This means that the retrieval algorithm is applied 
to synthetic radiance observations which have been computed using a model 
atmosphere (and other parameters/conditions such as surface reflectivity) which is 
fully consistent (ideally identical) with the retrieval algorithm assumptions (i.e., “true” 
= a priori for all parameters (CO2, aerosols, clouds, SIF, …)).  
 
Therefore, an additional “close loop scenario” s00 has been defined, which is 
identical with the assumptions as used in the BESD/C retrieval.  
 
Note that scenario s01 is nearly identical with scenario s00. The only difference of 
s00 compared to s01 is the aerosol type. For s00 the aerosol type is “continental 
average with 70% humidity” (CA70) instead of “continental clean with 90% humidity” 
(CA90) as used for s01. 
 
The corresponding XCO2 ZLO-related biases for scenario s00 are shown in Table 8.  
 
Row “GEO” lists the XCO2 biases for all four instruments without any instrument 
related systematic radiance error. In this case one would ideally expect zero biases 
for all four instruments. However, as can be seen, the biases are small but not zero. 
This is because of the pre-processing steps, which typically result in small biases (as, 
for example, the surface albedo retrieval is not “perfect”). Note that the retrievals 
have been done as before, i.e., using the BESD/C retrieval program, but without 
iteration (i.e., the option to iterate has been “switched off”). 
 
Row “ZLO” shows the biases if error source ZLO is added and row “ZLO bias via 
e02-e01” lists the difference of biases as listed in the first two rows, i.e., the “isolated” 
ZLO error.  
 
Here the “isolated” ZLO related biases are computed from the difference of two 
biases but these ZLO related biases can also be estimated “directly” using “gains” as 
shown in the last row. 
 
The last row “ZLO bias via GMM” shows the ZLO bias as computed with the Gain 
Matrix Method (GMM) (details are given in the following Sect. 7.2).  
 
Comparison of the last two rows shows that the two methods “ZLO bias via e02-e01” 
and “ZLO bias via gains” give similar but not exactly identical results (because of pre-
processing related errors present in “ZLO bias via e02-e01”).  
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The advantage of the gain method is that it permits “direct” computation of XCO2 
biases from instrument/calibration specific radiance errors without introducing 
“additional errors”, e.g., due to pre-processing.  
 
The gain method is explained and applied in the following sub-sections and the 
resulting “Linearization” method biases are compared with “Iterative diff.” biases. 
 
 
 

XCO2 ZLO-related biases for Close Loop scenario  
Error source A B C D Comment 

GEO (e01) 0.03 -0.14 0.00 -0.04 Close loop 
GEO+ZLO 

(e02) 
0.04 -0.13 -0.23 -0.48  

ZLO bias via 
e02-e01 

0.01 0.01 -0.23 -0.44  

ZLO bias via 
GMM 

0.04 0.07 -0.35 -0.44  

Table 8: XCO2 ZLO related biases for Close Loop (CL) scenario s00 (see main text 
for details).  
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7.2. Linearization via Gain Matrix Method (GMM) 

 
The Gain Matrix Method (GMM) as used here is described and used also in 
/Buchwitz et al., 2015/.  
 
Using a Gain Matrix (GM), G, the relative error of the reflectance spectrum, Δy (a 
vector), can be mapped onto the error of a geophysical parameter of interest, Δx: 
   Δx = G Δy     
 
Here, Δy (which is dimensionless) is the multiplicative reflectance (or radiance) 
relative error spectrum (i.e., a value of 0.01 corresponds to a +1% error) or the ratio 
of a spectrum with error divided by the error-free spectrum (in this case a +1% error 
corresponds to 1.01).  
 
To illustrate how Δy is defined, here some examples, using reflectance (or radiance) 
ratios:  

• If Δy = 1.0 (for certain wavelengths), the reflectance has no (systematic) error 
(at these wavelength).  

• If Δy = +1.001 (for certain wavelengths), the reflectance has a (systematic) 
error of +0.1% (at these wavelengths).  

• If Δy = +0.999 (for certain wavelengths), the reflectance has a (systematic) 
error of -0.1% (at these wavelengths). 

 
Matrix G is defined by the following three G row or gain vectors G0, G1 and G2: 

• G0 is the “Normalized CO2 vertical column” “G”; G0 is a (1-dimensional) vector 
with number of elements = number of spectral samples of all three CarbonSat 
bands (concatenated). 

• G1: same as G0 but for methane (CH4). 
• G2: same as G0 but for Surface Pressure (PRE) or, equivalent, the normalized 

(dry) air (AIR) column. 
 
Recipe how to use the three gain vectors 
 
For each of the three G row vectors (i.e., G0, G1, G2), compute the following three 
numbers (scalars) by computing the scalar product (<|>) of each G row vector with 
the reflectance error spectrum (vector) Δy as follows (the sum extends over all 
elements of the vectors = number of elements of vector Δy): 

• Δx0 = <G0 | Δy > := Σi G0i x Δyi  
• Δx1 = <G1 | Δy > := Σi G1i x Δyi (not used here) 
• Δx2 = <G2 | Δy > := Σi G2i x Δyi   
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These three numbers can be interpreted as follows: 

• Δx0 is the relative error of the CO2 vertical column (i.e., if Δx0 = +0.01, the 
retrieved CO2 column would have a systematic error of +1%) 

• Δx1: as Δx0 but for methane (not used here) 
• Δx2: as Δx0 but for the surface pressure / air column (e.g., if Δx2 = -0.01 the 

retrieved surface pressure / air column would have a systematic error of -1%) 
 
Computation of the XCO2 bias: 

• BXCO2 := XCO2 bias in ppm = ((1+Δx0)/(1+ Δx2) -1) 
 
A GMM overview is shown in Figure 37. 
 
For illustration, Figure 38 to Figure 41 show BESD/C gain vectors for instruments A 
to D.   
 

 
Figure 37: Gain Matrices (GMs): Definition and how to use. 
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Figure 38: Radiance (top), ZLO radiance error (2nd row), and the gain vectors G0 for 
the CO2 column (3rd row) and G2 for surface pressure or dry air column (bottom) for 
instrument A.   
 

 
Figure 39: As Figure 38 but for instrument B. 
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Figure 40: As Figure 38 but for instrument C. 
 

 
Figure 41: As Figure 38 but for instrument D. 
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7.3.  Additional error analysis results via Linearization and 

„Iterative diff.“ 
 
 
Figure 42 shows ZLO-related XCO2 biases computed via gains (top), i.e., using 
linearization, and via the “Iterative diff.” method (bottom). The results for the latter 
method have been computed using the “Iterative abs.” results shown in Sect. 6.  
 
Specifically, the results shown in  
Figure 42 bottom have been computed as the difference of the biases for 
“GEO+ZLO” (Figure 20) minus the GEO-biases (Figure 14). As can be seen, the 
“Iterative diff.” biases exhibit significantly more scenario dependence compared to the 
linearized results. This is because the “Iterative diff.” results have been computed 
using full iterative BESD/C retrievals including pre-processing (as needed to obtain 
first guess and a priori values for surface albedo and other parameters) whereas for 
the linearized results it is essentially assumed that only one error source (here ZLO) 
exists. As can also be seen, instrument D shows by far the largest scenario 
dependence for the “Iterative diff.” results. It is not clear, why this is the case. 
 
As already explained earlier, the “Iterative diff.” approach to isolate the XCO2 biases 
originating from specific instrument/calibration related errors is not optimal. For this 
purpose, the linearization approach is much better. The linearization approach 
ensures that the bias is zero if the radiance error is zero, which is not the case for the 
“Iterative diff.” approach. 
 
Similar results as shown in  
Figure 42 are shown in  
Figure 43 to  
Figure 46 for the other instrument related errors ISRF distortion (anti-symmetrical 
and symmetrical), straylight, and polarization. 
 
The various bias results are summarized and classified in the following section via 
“scoring”.  
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Figure 42: Top: XCO2 biases for error source ZLO computed with “gains”, i.e., using 
linearization. Listed are three figures of merit to characterize the biases: (i) mean 
bias, (ii) standard deviation of bias and (iii) root-mean-square error (RMSE). Bottom: 
As top panel but using the “Iterative diff.” method. 
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Figure 43: As  
Figure 42 but for error source asymmetrical ISRF.  
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Figure 44: As  
Figure 42 but for error source symmetrical ISRF.  
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Figure 45: As  
Figure 42 but for error source straylight.  
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Figure 46: As  
Figure 42 but for error source polarization.  
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Figure 47 summarizes the results of the linear error analysis. As can be seen, these 
results do not confirm that concept D has smallest sensitivity to straylight in contrast 
to the “Iterative abs” analysis shown earlier in this document. According to linear error 
analysis results instrument B has the smallest sensitivity to straylight.  
 
This indicates that overall not strong conclusions can be drawn w.r.t. the best 
instrument concept in terms of smallest straylight related biases. 
 
 

 
Figure 47: Summary of linear error analysis results. Note that for error “GEO” the 
“Iterative abs.” results are shown including random error and that the “POL” errors 
have also been added but are too small to be visible. 
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8. Summary of all instrument A-D results  
 
In Sect. 6 various XCO2 bias results are shown for method “Iterative abs.” and in 
Sect. 7 the corresponding biases as obtained for the “Iterative diff.” and 
“Linearization” methods are presented.  
 
To get an overview about all results in a clear and condensed way a simple scoring 
scheme has been defined and applied to the various bias results. This scheme and 
its results are presented in the following sub-section.  
 

8.1. Scoring 
 

8.1.1. Scoring method 
 
The scoring scheme is defined and applied only to the various XCO2 biases. 
 
For the XCO2 random error scoring is not needed as it is obvious from the results 
shown in Sect. 6 that instrument B has smallest random error („best precision“) for all 
scenarios. 
 
The scoring scheme for biases is as follows:  

• Score = 0 for all instruments except if: 
o +1 if the mean bias is smallest (for a given comparison of the four 

instruments) 
o -1 if the mean bias is largest 
o +1 if the standard deviation of the bias is smallest 
o -1 if the standard deviation of the bias is largest 

• If more than one instrument is the winner (looser) for a given error source 
than all “equivalent” winners (looser) get +1 (-1) 

Note:  
• The RMSE is not used as this quantity is redundant 
• Only the „mean bias“ is used for the linearization results as here the scenario 

dependence is typically very small (the standard deviation of the biases are 
typically close to zero as can be seen from the figures shown in Sect. 7.3) 

 
The scoring results are shown in the following section. 
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8.1.2. Scoring results 

 
The XCO2 bias scoring results are shown in Table 9 to Table 11 for the three used 
methods. The overall scoring results are shown in Figure 48. 
 
The higher the score, the lower the biases, i.e., the better the instrument.  
 
As can be seen from Figure 48, instrument B has by far the highest score for method 
“Iterative abs.” (see detailed results in Sect. 6). For “Linearized” instruments A, B and 
C are essentially equally good (see detailed results in Sect. 7.3).  
 
Instrument A has the highest score for method “Iterative diff.” followed by B and C 
(identical scores). However, as already explained, method “Iterative diff.” is not 
appropriate to determine “which instrument is better” in terms of instrument related 
biases. 
 
Instrument D has lowest score for all three methods. 
 
Following the explanations given earlier, namely that method “Linearized” is the best 
of the used methods to quantify instrument/calibration related XCO2 biases, it is 
concluded from the results shown here that instrument B seems to be as good as 
instruments A and C. In terms of random errors instrument B is the winner. 
 
In summary, the results of this study show that there is no indication that instrument 
B is worse than any of the other three instruments.  
 
 
  



 
IUP/IFE-UB 
M. Buchwitz 

Study on Spectral Sizing for  
CO2 Observations:  

Error analysis for CarbonSat 
scenarios and different  

spectral sizing 

Version: 4.0  
 

Doc ID: IUP-CO2SS-TN-5 
 

Date: 30-April-2018 

 

 
176 

 

 
Error source Mean bias StdDev bias 

GEO +1: B    -1: A +1: B    -1: D 

GEO+ZLO +1: B    -1: A +1: B    -1: D 

GEO+ISRF(asym) +1: B    -1: C +1: AB    -1: D 

GEO+ISRF(sym) +1: B    -1: C +1: A    -1: D 

GEO+STRAY +1: D    -1: A +1: B    -1: D 

GEO+POL +1: B    -1: A +1: B    -1: D 

Table 9: Scores for method “Iterative abs.”. Result: A: -1; B: 11; C: -2; D: -7. 
 
 

Error source Mean bias StdDev bias 

ZLO +1: AD    -1: C +1: AC    -1: D 

ISRF(asym) +1: D    -1: A +1: A    -1: D 

ISRF(sym) +1: A    -1: C +1: BC    -1: D 

STRAY +1: C    -1: A +1: A    -1: D 

POL +1: C    -1: D +1: ABC    -1: D 

Table 10: Scores for method “Iterative diff.”. Result: A: 6; B: 2; C: 2; D: -5. 
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Error source Mean bias 

ZLO +1: A    -1: D 

ISRF(asym) +1: B    -1: D 

ISRF(sym) +1: D    -1: C 

STRAY +1: B    -1: D 

POL +1: C    -1: D 

Table 11: Scores for method “Linearization”. Result: A: 1; B: 2; C: 0; D: -3. 
 

 
 
Figure 48: Scoring results for instruments A-D for the three methods “Iterative abs.” 
(red), “Iterative diff.” (dark green) and linearization (blue). The higher the score, the 
better the performance in terms of XCO2 biases.    
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8.2. Overall summary and context 

 
As shown in this document, instrument B has the smallest XCO2 random error (see 
Sect. 6) of all four investigated instrument concepts. 
 
Concerning XCO2 systematic errors the situation is less clear and the findings can be 
summarized as follows: Overall, instrument B often has the smallest biases for the 
investigated scenarios as concluded from applying the full iterative BESD/C retrieval 
algorithm (with pre-processing) to simulated radiance spectra with various types of 
geophysical and instrument/calibration related errors present (see Sect. 6). As this 
approach is not optimal to “isolate” instrument/calibration related biases from other 
(“geophysical”) biases also a linearized error analysis has been conducted (see Sect. 
7). According to the linear error analysis instrument B shows good performance in 
terms of XCO2 biases (see also Sect. 8.1.2) but here the differences to the other 
instrument concepts is much less pronounced compared to full iterative retrievals (in 
fact, instruments A, B and C have very similar performance). 
 
Instrument B has the lowest spectral resolution but the highest signal-to-noise ratio 
(SNR) and covers the largest spectral range in the NIR (around 760 nm) and SWIR-2 
(around 2000 nm) spectral regions.  
 
Spectral resolution cannot be seen in isolation as a higher spectral resolution 
spectrum does not contain more information if much noisier. Therefore, also other 
aspects such as signal-to-noise performance and spectral coverage need to be 
considered. The findings of this study are therefore not necessarily a surprise. This 
study confirms results obtained in previous studies (see in particular the Final 
Reports of the two CarbonSat L1L2 studies (/Bovenmann et al., 2014, 2015/)). As 
shown in /Bovenmann et al., 2014/, simulated retrievals for several instrument 
configurations have been performed and it has been found that an instrument with 
lower spectral resolution can give superior performance in terms of XCO2 random 
and systematic errors if the signal-to-noise ratio is high enough and spectral 
coverage is appropriately selected. These conclusions have been drawn by applying 
independently two different retrieval algorithms (the one from Univ. Bremen and the 
one from Univ. Leicester). 
 
In /Bovenmann et al., 2014/ also results from SRON are shown based on an 
analysis of real GOSAT data which were later also published in a peer-reviewed 
publication (/Galli et al., 2014/). Here the following has been concluded /Galli et al., 
2014/: “For GOSAT spectra, the most notable effect on CO2 retrieval accuracy is the 
increase of the standard deviation of retrieval errors from 0.7 to 1.0 % when the 
spectral resolution is reduced by a factor of six. The retrieval biases against 
atmospheric water abundance and air mass become stronger with decreasing 
resolution. The error scatter increase for CH4 columns is less pronounced. … . For 
both GOSAT and synthetic measurements, retrieval accuracy decreases with lower 
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spectral resolution for a given signal-to-noise ratio, suggesting increasing 
interference errors. … A countermeasure for instruments with a lower spectral 
resolution than GOSAT is to aim at a higher SNR. …”. A limitation has been 
highlighted in /Bovenmann et al., 2014/: “The GOSAT data have a SNR of 300 at 
continuum level for an SZA of 30 degress and an albedo of 0.3. In this report, we did 
not test whether the increase of error scatter caused by spectral degradation can be 
mitigated if the SNR for CarbonSat were better than for GOSAT. For this purpose, a 
representative global ensemble of synthetic spectra, combined with exact CarbonSat 
instrument settings would be necessary”. 
  
Very strong evidence that high spectral resolution is not mandatory for precise and 
accurate XCO2 retrieval is provided by a comparison of the XCO2 performance as 
obtained for XCO2 retrieval from SCIAMACHY compared to GOSAT (using real 
satellite data). As can be seen from Table 12, similar random (around 2 ppm) and 
systematic (around 0.5 ppm) errors have been obtained for SCIAMACHY and for 
GOSAT XCO2 although the spectral resolution of SCIAMACHY is much worse 
compared to GOSAT - and also significantly worse compared to instrument B 
investigated in this study by a factor of 4-5 in the NIR and SWIR-1 bands. 
 

 
Table 12: Comparison of SCIAMACHY and GOSAT XCO2 data quality (source: 
/Buchwitz et al., 2017/). 
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9. Additional sizing points: Instruments B2 and B3 
 
ESA has defined additional sizing points and the corresponding results are provided 
in this section. 
 
The corresponding instrument concepts are in this document referred to as: 

• B2c1: Instrument B2 from “industrial consortium 1” 
• B2c2: Instrument B2 from “industrial consortium 2” 
• B3c1: Instrument B3 from “industrial consortium 1” 
• B3c2: Instrument B3 from “industrial consortium 2” 

 
The differences of the B2 sizing points to instrument B (see previous sections) are: 

• SWIR-2 starts at 2043 nm (instead of 1925 nm). 
• The spectral sampling ratios (SSR) are 3.0 pixel/FWHM in all three bands 

(instead of 3.x nm, see Table 7). 
• New SNR A and B coefficients (as provided by ESA). 

 
All other parameters are identical (for instruments B, B2 and B3) including the 
spectral resolution, which is 0.1 nm in the NIR, 0.3 nm in the SWIR-1 and 0.55 nm in 
the SWIR-2. 
 
The only difference between instruments B3 and B2 are: 

• B3: SWIR-2 starts at 1990 nm (instead of 2043 nm for B2) 
 
Radiances, solar irradiances and SNR spectra for these instruments (including 
instrument B) are shown in Figure 49 - Figure 53. The scenario is s00 for VEG50. 
The s00 scenario is identical to s01 (see previous sections, e.g., XCO2: 390 ppm, 
H2O column: 4.8x1022, AOD@550 nm: 0.2, cirrus at 10 km with COD=0.05) with the 
following exception: 

• The aerosol type is “continental average” (CA, also used as a priori aerosol 
type in BESD/C) and not “continental clean” (CC). 
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In the captions of Figure 49 - Figure 53 the corresponding XCO2 retrieval precisions 
are listed. The retrieval results have been generated with the same BESD/C 
algorithm as also used for the instrument B study results shown in previous sections 
with the following exception: 

• No cirrus pre-processing (as the 1939 nm is not available for the B2 
instruments) 

 
 

 
Figure 49: Instrument B spectra (see main text for details). The corresponding 
BESD/C XCO2 retrieval precision (total uncertainty, i.e., including smoothing and 
interference errors): 0.69 ppm. 
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Figure 50: As Figure 49 but for instrument B2c1. XCO2 precision: 1.58 ppm. 
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Figure 51: As Figure 49 but for instrument B2c2. XCO2 precision: 1.47 ppm. 
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Figure 52: As Figure 49 but for instrument B3c1. XCO2 precision: 1.11 ppm. 
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Figure 53: As Figure 49 but for instrument B3c2. XCO2 precision: 1.04 ppm. 
 
The “XCO2 precision” is defined as the overall XCO2 random error, which has three 
components (see, e.g., /Rodgers and Connor, 2003/):   

• Instrument noise (depending on SNR) 
• XCO2 smoothing error (depending on CO2 and surface pressure state vector 

elements and their a priori uncertainty; note that surface pressure is strongly 
constrained so that essentially only the uncertainties of the CO2 state vector 
elements matter; these are 10% for the lowest layer (lower troposphere) and 
0.5% above) 

• Interference error (depending on non-CO2 state vector elements and their a 
priori uncertainty) 
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How the retrieval precision and the CO2 column instrument noise errors depends on 
the BESD/C retrieval settings is shown in Table 13. From this the following can be 
concluded: 

• From No. 1-3: Strong dependence on SWIR-2 start wavelength 
• From 1, 5-7: Strong dependence on retrieval state vector 

 
 

No. BESD/C retrieval settings XCO2 
precision 

[ppm] 

CO2 column 
instrument 
noise error 
[%] / [ppm] 

1 Instrument B2c1 (SW2 start @ 2040 
nm) & BESD/C default settings (= 
Algorithm Baseline 1 = ABL1) 

1.58 0.32% / 1.25 

2 As 1 but SW2 start @ 1990 nm 1.11 0.20% / 0.78 

3 As 1 but SW2 start @ 1920 nm 0.87 0.15% / 0.59 

4 As 1 but BESD/C without ZLO & 
Sh&Sq 

1.20 0.24% / 0.94 

5 As 4 but BESD/C without albedo 
parameters 

0.96 0.22% / 0.86 

6 As 5 but BESD/C without scattering 
parameters, TEM, H2O, SIF 
(remaining: CO2, CH4, surface 
pressure, polynomial) 

0.73 0.17% / 0.65 

7 As 6 but without polynomial 
(remaining: CO2, CH4, ps) 

0.46 0.10% / 0.32 

Table 13: XCO2 precision and CO2 column noise error for several BESD/C retrieval 
settings. 
 
 
Additional results are shown in Table 14. Note that retrieval setting used for No. 1.6 
are “Algorithm Baseline 2” (ABL2), which is identical with ABL1 (used in previous 
sections of this document). For ABL2 the following state vector elements have been 
removed compared to ABL1: ALB (= albedo; 3 elements, one per band) and ZLO (= 
zero level offset; 3 elements, one per band).  
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No. BESD/C retrieval settings XCO2 

precision 
[ppm] 

CO2 column 
instrument 
noise error 
[%] / [ppm] 

1.1 For instrument B2c1 with SW2 start 
wavelength 1990 nm and BESD/C 
algorithm baseline 1 (ABL1) 

1.11 0.20% / 0.80 

1.2 As 1.1 but VCF (= SIF) removed from 
state vector (#) 

1.11 0.20% / 0.80 

1.3 As 1.2 but albedo (ALB) removed 
from state vector (#) 

0.99 0.21% / 0.82 

1.4 As 1.3 but ZLO removed from state 
vector (*)  

0.76 0.16% / 0.64 

1.5 As 1.4 but enhanced SNR in NIR / 
SW1 / SW2: 
11% / 0% / 0% 
0% / 11% / 0% 
0% / 0% / 11% 
0% / 11% / 11% 
0% / 15% / 15% 
0% / 20% / 20% 

 
 

0.76 
0.73 
0.74 
0.71 
0.70 
0.68 

 
 

0.16% / 0.64 
0.16% / 0.61 
0.16% / 0.61 
0.15% / 0.58 
0.15% / 0.57 
0.14% / 0.55 

1.6 As 1.4 but VCF (= SIF) added  
= Algorithm Baseline 2 

0.76 0.16% / 0.64 

2.1 As 1.4 but with SW2 start wavelength 
2043 nm 

0.96 0.22% / 0.86 

2.2 As 2.1 but enhanced SNR in NIR / 
SW1 / SW2: 
0% / 40% / 40% 
0% / 55% / 55% 
0% / 60% / 60% 

 
 

0.74 
0.70 
0.67 

 
 

0.16% / 0.64 
0.15% / 0.59 
0.14% / 0.56 

2.3 As 2.1 but VCF (= SIF) added  0.96 0.22% / 0.86 

Table 14: Additional XCO2 precision and CO2 column noise error for several BESD/C 
retrieval settings. (#) Assumption: Not mandatory as good a priori & first guess via 
pre-processing. (*) Not clear if really needed / if adding ZLO to state vector is the best 
approach to deal with ZLO related errors. 
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10. Relevance of SWIR-2a spectral region 
 
The SWIR-2a spectral region (around 1939 nm) covers a strongly absorbing 
(“saturated”) atmospheric water vapour band, which can be used in BESD/C via a 
pre-processing step in order to obtain an a priori / first guess value of the cirrus 
optical depth (COD) as input for the subsequent BESD/C 3-band retrieval  (see Sect. 
3.2).  
 
Saturated water bands have been and are used in the context of XCO2 retrieval from 
real satellite data: For example, the 1.9 µm spectral region is used for cirrus cloud 
detection and sub-sequent quality filtering (leading to rejection of the corresponding 
ground pixel depending on a pre-defined threshold) using a simple threshold 
technique for BESD XCO2 retrievals from real GOSAT data /Heymann et al., 2015/ 
and for the same reason the 1.4 µm spectral region has been used for WFM-DOAS 
XCO2 retrievals from SCIAMACHY /Heymann et al., 2012/. As shown in /Heymann 
et al., 2012/ the method is sensitive to thin (COD > 0.05) and high (CTH > 4 km) 
clouds if the water column is > 1.14 g/cm2 (corresponding to 3.8x1022 
molecules/cm2). These findings are consistent with the findings of /Guerlet et al., 
2013/. They concluded - based on simulated and real GOSAT data - that their 
detection and filtering method efficiently detects high altitude scattering layers (> 5 
km) that are most likely cirrus (or occasionally aerosol volcanic plumes) and is 
efficient even in the case of relatively dry scenes. In summary, the use of strongly 
saturated water bands is well established and used in the context of satellite XCO2 
retrievals primarily for the detection and flagging of scenes contaminated with high 
concentrations of elevated (high altitude) atmospheric scatterers such as cirrus 
clouds. 
 
Nevertheless, not all satellite XCO2 retrieval algorithms use saturated water bands for 
detection and flagging of cirrus contaminated scenes. Examples are /Reuter et al., 
2010/ and /Reuter et al., 2011/ for SCIAMACHY and all OCO-2 algorithms (e.g., 
/Eldering et al., 2017/ /Reuter et al., 2017a/ /Reuter et al., 2017b/).  
 
Saturated water bands are also used for more general purposes, e.g., the 1.38 µm 
spectral region is used to generate the Visible Infrared Imaging Radiometer Suite 
(VIIRS) Cloud Mask data product /VIIRS Cloud Mask ATBD, 2014/. 
 
The relevance of the SWIR-2a spectral region for XCO2 retrieval has been further 
investigated in this study using simulations and the results are shown in the following. 
 
Figure 54 shows radiance spectra and radiance ratios for several cirrus optical depth 
(COD). As can be seen, the radiance strongly increases almost linearly with COD, in 
particular for wavelengths below 1950 nm. The BESD/C retrieval algorithm takes 
advantage of this by retrieving COD from radiances around 1939 nm using a very 
simple algorithm, which computes COD from the 1939 nm radiance assuming a 
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linear relationship (more details on this algorithm are given below). The resulting 
COD values are used as a priori and first guess values for the full BESD/C 3-band 
retrieval (where COD is also a state vector element) as this has the potential to 
further improve the accuracy of the retrieved COD and therefore also of the retrieved 
XCO2. 
 

 
 
Figure 54: SWIR-2 band radiance spectra and radiance ratios. Top: Radiance 
spectra (resolution 0.55 nm) for different cirrus optical depths (COD). Other 
parameters: H2O column: 4.8x1022 molecules/cm2 (US Standard Atmosphere), SZA 
50o, vegetation albedo, cirrus altitude 10 km, default aerosol (“s00”: AOD 0.2, type: 
continental average).  
 
 
Figure 55 shows a spectral zoom into Figure 54 including radiance noise error (top) 
for instrument B2c1 and the corresponding SNR spectra (bottom). As can be seen, 
the SNR is good enough to distinguish the various radiance levels corresponding to 
different cirrus optical depths. Figure 56 shows the corresponding results for the NIR 
band and Figure 57 for the SWIR-1 band.  
 



 
IUP/IFE-UB 
M. Buchwitz 

Study on Spectral Sizing for  
CO2 Observations:  

Error analysis for CarbonSat 
scenarios and different  

spectral sizing 

Version: 4.0  
 

Doc ID: IUP-CO2SS-TN-5 
 

Date: 30-April-2018 

 

 
190 

 

As can be seen, also the NIR band is very sensitive to cirrus but the radiance change 
is typically less specific compared to the SWIR-2 band as other parameters can lead 
to similar radiance perturbations. Nevertheless, also the NIR band provides 
information on cirrus and to what extent this is “good enough” for accurate XCO2 
retrieval if the SWIR-2a spectral region around 1.9 µm is not available has been 
investigated. The results are presented and discussed in the following. 
 

 
 

 
Figure 55: Top: As Figure 54 but restricted to the first part of the SWIR-2 spectral 
range and with 1-sigma radiance noise error added. Bottom: Corresponding SNR. 
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Figure 56: As Figure 54 but for the NIR band. 
 

 
Figure 57: As Figure 54 but for the SWIR-1 band. 
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As can be seen from the previous figures, the radiance in the SWIR-2a spectral 
region increases approximately linearly with COD. BESD/C takes advantage of this 
by retrieving COD in a pre-processing step from the mean radiance obtained from the 
1938 – 1940 nm spectral region according to this equation: 
 

CODa = 0.2 x RAD / (1.85 1011)    
 
Here RAD is the (mean) radiance given in photons/s/nm/cm2/sr and CODa is the 
dimensionless cirrus optical depth as obtained from the SWIR-2a spectral region. 
 
CODa can then be used as a priori and first guess value for the BESD/C 3-band 
retrieval instead of the default value of COD, which is 0.05 +/- 0.05, i.e., assuming 
100% a priori uncertainty (1-sigma). 
 
To investigate if CODa from SWIR-2a can be used to improve the accuracy of the 
XCO2 retrievals and to find out if this likely also helps to increase the yield, i.e., to see 
if this has the potential to increase the number of ground-pixels where “good” XCO2 
retrievals are possible, the following has been done: 
 
Retrievals have been performed for two cases: 

• Case 1: An ideal case where the simulated radiance observations are fully 
consistent with the retrieval assumptions (same surface and atmospheric 
conditions except for COD, no measurement errors, etc.) 

• Case 2: A nearly ideal case, which differs from Case 1 in only one aspect: 
Here the cirrus is located at 6 km whereas the retrieval assumes as a priori 
and initial guess that the cirrus is located at 10 km. 

 
To make sure that the resulting XCO2 bias is only due to COD errors, all other errors 
have been eliminated. In particular, errors resulting from the (other) pre-processing 
steps used to obtain initial values for surface albedo and SIF have been eliminated 
(i.e., it is assumed here that surface albedo and SIF are perfectly known).  
 
The results shown in the following are for the VEG50 scenario (= surface albedo 
corresponding to vegetation, SZA 50o) and for instrument B2c1 with the SWIR-2 
fitting window starting at 2043 nm. It can however be assumed that the resulting 
general conclusions (given at the end of this section) are also valid for similar other 
instruments (e.g., B2c2) and other (shorter) SWIR-2 fitting window start wavelengths. 
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Figure 58 shows XCO2 biases as a function of true COD (top panel) for the ideal 
case (Case 1). As can be seen, use of SWIR-2a results in lower biases (green curve) 
compared to retrievals, where SWIR-2a has not been used (red curve). Figure 59 
shows results for the same case but with iteration. As can be seen, the iteration 
reduces the biases for the case where SWIR-2a has not been used (red curve) but 
does not change the biases for the case where SWIR-2a has been used (as the 
iteration does not succeed to further reduce the cost function).  
 
As can also be seen from these figures, the SWIR-2a spectral region provides 
improved a priori and first guess values of COD (compare the blue bars with the 
black bars in the middle and bottom panels). As can also be seen, good COD values 
can also be obtained if the SWIR-2a band is not used (compare the red bars with the 
black bars in the middle panels). 
 

 
Figure 58: Top: XCO2 bias versus true COD. The black line corresponds to results 
obtained with BESD/C 3-band retrievals, where COD is perfectly known. In this case, 
the resulting XCO2 biases are all zero, as it should be. The red line shows the XCO2 
biases obtained assuming a default COD a priori and initial guess value of 0.05. The 
green line shows the XCO2 bias if the SWIR-2a spectral region is used to obtain a 
priori and initial guess values for COD assuming that the CODa a priori uncertainty is 
100% (of the retrieved CODa value). As can be seen, the biases are smaller 
compared to the case, where the SWIR-2a region has not been used (red curve). 
Middle panel: COD values for the case where the SWIR-2a region has not been 
used. Bottom panel: COD values for the case where the SWIR-2a region has been 
used. The BESD/C retrieval have been performed without iteration.  
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Figure 59: As Figure 58 but with iteration. 
 
 
Figure 60 (without iteration) Figure 61 (with iteration) show the corresponding results 
for the less ideal case, i.e., for Case 2. As can be seen, even the black curve does 
not show error zero any more (because the cirrus altitude is not exactly known). As 
can also be seen, the biases shown by the green curve (use of SWIR-2a) are in this 
case larger than for the retrievals where SWIR-2a has not been used (red curve). 
The green curves shown in Figure 60 and Figure 61 correspond to retrievals where 
the assumed a priori uncertainty of CODa is 100%. Figure 62 and Figure 63 show 
the corresponding results for 30% a priori uncertainty. As can be seen, the results are 
essentially the same, i.e., they do not significantly depend on the assumed a priori 
uncertainty. 
 
It was expected that at least for nearly ideal cases it can be shown that the accuracy 
can be clearly improved. However, as shown by the results in this section, this is 
apparently not the case for simulated BESD/C retrievals. It is therefore concluded 
that the SWIR-2a band is useful for detection and flagging of cirrus contaminated 
scenes but not to improve the accuracy of the XCO2 retrieval for individual footprints. 
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Figure 60: As Figure 58 but for a slightly less ideal case. Here the cirrus is located at 
6 km whereas the retrieval assumes that is it located at 10 km (= BESD/C default 
value).   
 

 
 
Figure 61: As Figure 60 but with iteration. 
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Figure 62: As Figure 60 but assuming 30% a priori uncertainty for CODa.  
 

 
 
Figure 63: As  
Figure 62 but with iteration. 
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10.1. Summary and conclusions SWIR-2a 

 
It is clear – from published investigations using simulated and real satellite data – that 
strongly saturated water (SSW) bands (e.g., SWIR-2a) provide information on 
elevated (> 4-5 km) scattering layers (cirrus, elevated aerosols). 
 
Currently SSW bands are used by some XCO2 algorithms for identification and 
flagging (removal) of scenes contaminated by elevated scattering layers. 
 
Note:  

• Even „only“ detection and flagging is important as it ensures reliable detection 
of (potentially) very problematic scenes (footprints). Information on such 
scenes would be available prior to time consuming 3-band retrievals. This is 
relevant as processing time will be an issue (as each of the foreseen CO2 
satellites will have approximately 10 times the number of OCO-2 footprints). 

 
The following has been investigated in this study (apart from the literature study 
results summarized above): Can SWIR-2a also help to improve the XCO2 single 
footprint accuracy and/or to increase the yield via improved a priori information on 
cirrus optical depth (COD) from the SWIR-2a spectral region ? 
 
The results shown in this section suggest that the answer is No. 
 
Reason: The simulated retrievals have not shown any robust improvements. In fact, it 
has been shown that biases can even be worse for nearly ideal cases (where, for 
example, all is perfectly known except cirrus altitude). This is interpreted as a clear 
indication that improving the accuracy will hardly be possible.    
 
The underlying reason for this is that COD information from other spectral regions (in 
particular from the NIR band) is already very good (at least for simulations) and that 
additional information from SWIR-2a does not to help to improve the accuracy.  
Note that this conclusion is consistent with (unpublished) findings from SRON & UoL 
based on real GOSAT data 
 
Based on these results the following is recommended for the MRD: Coverage of the 
SWIR-2a spectral region (e.g., the 1938-1940 nm region investigated here) should be 
included as a goal requirement but not necessarily as a threshold requirement („very 
good to have but not mandatory“). 
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11. Acronyms and abbrevations 
 
Acronym Meaning 
ABL Algorithm Baseline 
AOD Aerosol Optical Depth 
ATBD Algorithm Theoretical Basis Document 
BESD Bremen optimal EStimation DOAS 
BESD/C BESD algorithm used for CarbonSat assessments 
BL Boundary Layer 
CA Continental Average (aerosol scenario) 
CarbonSat Carbon Monitoring Satellite 
CC Continental Clean (aerosol scenario) 
CCI Climate Change Initiative (of ESA) 
CL Close Loop 
CNES Centre national d'études spatiales 
COD Cloud Optical Depth 
CP Continental Polluted (aerosol scenario) 
CS CarbonSat 
CTH Cloud Top Height 
DE Desert (aerosol scenario) 
DES Desert (surface albedo) 
DOAS Differential Optical Absorption Spectroscopy 
DOF Degrees of Freedom 
EE8 Earth Explorer No. 8 (satellite) 
ENVISAT Environmental Satellite 
ESA European Space Agency 
FR Final Report 
FWHM Full Width at Half Maximum 
GHG Greenhouse Gas 
GHG-CCI Greenhouse Gas project of ESA’s Climate Change 

Initiative (CCI) 
GM Gain Matrix 
GMM Gain Matrix Method 
GOSAT Greenhouse Gases Observing Satellite 
ISRF Instrument Spectral Response Function 
IUP-UB Institute of Environmental Physics (Institut für 

Umweltphysik), University of Bremen, Germany 
MLS Mid-latitude summer (profiles) 
MODIS Moderate resolution Imaging Spectrometer 
MRD Mission Requirements Document 
NIR Near Infra Red (band) 
OCO Orbiting Carbon Observatory 
OE Optimal Estimation 
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OPAC Optical Properties of Aerosol and Clouds 
RfMS Report for Mission Selection 
RMSE Root Mean Square Error 
RTM Radiative Transfer Model 
SCIAMACHY Scanning Imaging Absorption Spectrometers for 

Atmospheric Chartography 
SCIATRAN Radiative Transfer Model under development at IUP 
SIF Sun-Induced Fluorescence 
SNR Signal to Noise Ratio 
SSI Spectral Sampling Interval 
SSP Spectral Sizing Point 
SSR Spectral Sampling Ratio 
SW1 or SWIR-1 SWIR 1 band 
SW2 or SWIR-2 SWIR 2 band 
SWIR Short Wave Infrared 
SZA Solar Zenith Angle 
TOA Top of atmosphere 
VCF Vegetation Chlorophyll Fluorescence 
VEG Vegetation (surface albedo) 
VIIRS Visible Infrared Imaging Radiometer Suite 
VMR Volume Mixing Ratio 
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Abstract: 
 
This document provides the preliminary conclusions of the error performance 
analysis for different spectral sizing concepts for CO2 observations from space. It 
summarises the analysis of work package 2000, using different XCO2 retrieval 
algorithms and different test ensembles. Details about the results can be found in 
the reports of the sub work packages. Concerning instrument related systematic 
errors, we found overall no clear indication of a significantly worse performance of 
instrument concept B. All instrument concepts suffer similarly from systematic 
instrument and calibration related errors but the exact values of the errors depend 
on the retrieval algorithm and the investigated scenarios. Instrument B appears to 
be less sensitive to errors of the Instrument Spectral Response Function but shows a 
larger sensitivity to straylight (to be confirmed). Moreover, for all spectral sizing 
concepts, the aerosol and cirrus induced error is significant and requires an 
appropriate mitigation strategy.   
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1 Introduction 
The retrieval of dry-air column-average mole fractions of carbon dioxide (XCO2) from solar backscatter 
soundings in the near and shortwave infrared spectral range from current and future satellites is a major 
challenge of satellite remote sensing. Small temporal and spatial variations of the global and regional CO2 
distribution have to be resolved to infer information on natural and anthropogenic source and sink processes 
of CO2 from satellite observations, which results in demanding requirements on the XCO2 product as 
formulated in RD-1 and reported in Table 1. To meet these requirements, dedicated ESA sensitivity studies 
have already been performed, which led to the proposal of the European XCO2 CarbonSat mission as one of 
the two candidates of ESA’s 8th Earth Explorer mission. Compared to other CO2 dedicated missions in space, 
the CarbonSat instrument concept differs in its extended spectral coverage and its superior signal-to-noise 
performance but at cost of lower spectral resolution in all three spectral channels of the spectrometer. The 
CarbonSat concept was evaluated by detailed trade-off studies (RD-2, RD-3, RD-4) and the present study 
provides the reconsolidation of the concepts in the context of the spectral sizing of the spectrometer.  
  
For this purpose, we investigated how random noise errors, systematic aerosol- and cirrus induced errors 
and instrument related radiometric biases propagate into XCO2 errors for four candidate instrument concepts 
(A,B,C,D) of a future CO2 monitoring satellite. These instrument concepts differ in particular in their spectral 
sizing (spectral coverage, spectral resolution, signal-to-noise-ratio). Concept A and B are derived from the 
early and the later CarbonSat concept (RD-5 and RD-6), respectively. Concept B proposes relative low 
spectral resolution and thereby gains spectral coverage and signal-to-noise. Concepts C and D are adapted 
from the OCO-2 (Orbiting Carbon Observatory) and the MicroCarb concepts, both featuring relatively high 
spectral resolution and narrower spectral coverage. The spectral sizing points are summarized in Table 2.  
 
 
 
Table 1: requirements on satellite observations of XCO2 for regional source/sink determination. The table is adapted 

from RD-1. G, B, and T means goal, break-through, and threshold requirement.  
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Table 2: Spectral sizing points. Concept A and B is simulated for the same readout noise of the detector of 150 electrons. 
The signal to noise ratio of the radiance measurements L is given by 𝑆𝑁𝑅 = 	 !"

√!"$%
 with parameters 𝑎 and b given in the table.  

  

Instrument sizing 
point 

A B C D 

Spectral 
bands 
[nm] 

NIR 756-773 747-773 758-772 758.35-768.65 

SW-1 1559-1675 1590-1675 1591-1621 1596.85-
1618.55 

SW-2 2043-2095 1925-2095 2042-2081 2023.25-
2050.75 

Resolution 
[nm]/ 
sampling 
ratio 

NIR 0.045/2.5 0.1/3.14 0.042/2.5 0.032/2.905 

SW-1 0.30/2.5 0.3/3.14 0.076/2.5 0.067/2.914 

SW-2 0.13/2.5 0.55/3.29 0.097/2.5 0.085/2.924 

SNR 
coefficients 
a and b 
(Eq. 1) 

NIR 2.81E-15/160540 4.47E-15/160540. 8.36E-016 /   
2944. 

8.423E-16 / 
657350 

SW-1 2.88E-14/ 333979 2.29E-14/ 333297 4.15E-015 / 
20277. 

3.571E-15 / 
654978 

SW-2 1.22E-14/ 324402 3.91E-14/ 323636 6.39E-015 / 
56295. 

5.670E-15 / 
648609 

Remark/reference Adapted from AD-
1 

Adapted from AD-
2 

Adapted from 
RD-2, RD-3, RD-
4, RD-5 

Adapted 
MicroCab 
performance, 
pers. (B. Sierk, 
email 
20.02.2017) 

 
The study team comprises all European expert groups on CO2 remote sensing from shortwave infrared 
measurements using different retrieval algorithms and test data sets to evaluate and ensure a broad 
consensus on the study conclusions. The study uses the RemoTeC algorithm (RD-7, RD-8, RD-9, RD-10), 
BESD/C algorithm (RD-11, RD-2) and UoL algorithm (RD-12, RD-13), respectively, where the XCO2 retrieval 
performance is analyzed for simulated measurements with global and regional coverage and for dedicated 
test ensembles also used in previous CarbonSat studies.  
 

2 Study results 
For a global ensemble of geophysical test cases designed to try the RemoTeC retrieval performance for 
realistic aerosol and cirrus loaded scenes for the month January, April, July and October, the XCO2 noise 
errors for concepts A, B, and C are typically less than 1 ppm (0.5 ppm) for more than 90% (75%) of the 
geophysical test cases. Concept D shows significantly larger noise errors with about 75% (50%) of the cases 
below 1 ppm (0.5 ppm) implying particularly large errors for low sun and dark surfaces i.e. under high-
latitude and winter conditions. Figure 1 summarizes our findings on noise errors. Moreover, the analysis of 
XCO2 retrieval noise for 15 dedicated CarbonSat test cases supports these finding showing the best XCO2 
noise performance with a mean precision of 0.70 ppm for concept B followed by concept C (0.92 ppm), 
concept A (0.95), and concept D (1.57).  
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Figure 1: Cumulative histogram of the RemoTeC XCO2 noise errors for the retrieval concepts A, B1, B2, B3, C, and 
D. B1, B2, and B3 are retrieval configurations that choose different retrievals sub-windows out of the SW-2 band of 
concept B (B1=1990-2095nm, B2=2022-2095nm, and B3=1925-2095nm).  Please note the change in the x-axis 
scale at values of 1 ppm. 

 
 
 

 
Figure 2: Cumulative histogram of the RemoTeC aerosol and cirrus induced XCO2 error for the retrieval concepts 

A, B1, B2, B3, C, and D. B1, B2, and B3 are retrieval configurations that choose different retrievals sub-windows 

out of the SW-2 band of concept B.   

 
 

 



 
TECHNICAL NOTE 

Doc. no. :  SRON-CSS-TN-2017-002 
Issue :  1 
Date :  20 May 2017 
Cat :  4 
Page :  208 of 214 

CO2 Spectral 
Sizing Study 

 

 
Figure 3: XCO2 retrieval biases due to instrumental errors for spectral sizing concept A, B, C and D, derived with the 

RemoTeC retrieval algorithm for global and in case of straylight regional test ensembles. The figure includes the 

mean bias for the control runs, radiometric offset (ZLO), the polarization sensitivity, spectrometer straylight, 

detector non-linearity (NL), and six different ISRF distortions. For detector non-linearity, also the mode of the XCO2 

bias distribution is depicted.    

 
The systematic aerosol and cirrus induced errors of XCO2 are depicted in Figure 2 for the four spectral sizing 
concepts (A, B, C, D) and for the same global test ensemble as used in Figure 1.  All concepts show substantial 
errors < 2 ppm for 50 % (< 4 ppm for 70 %) of the ensemble members, where the performance differences 
among the concepts are small. Here, concept D (63% < 2 ppm, 82% < 4ppm) is slightly better than A (58% < 
2 ppm, 80% < 4ppm), A is slightly better than C (54% < 2 ppm, 76% < 4 ppm), C is almost equal to B (B1: 
51% < 2 ppm, 71% < 4 ppm; B2: 55% < 2 ppm, 76% < 4  ppm; B3: 57% < 2 ppm, 78% < 4 ppm).  
 
To disentangle XCO2 retrieval biases due to instrument related errors from aerosol and cirrus induced biases, 
we omitted cirrus in the global ensemble and simplified the aerosol simulations such that no systematic errors 
are induced for an ideal instrument limited by random measurement errors only. The validity of the approach is 
tested by dedicated RemoTeC control runs with mean errors < 0.1 ppm for concept A and B and < 0.2 ppm and 
0.25 ppm for concept C and D, respectively.  Subsequently for each spectrum of the ensemble, we considered 
radiometric errors due to  
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Figure 4: Error analysis for the full-iterative BESD/C retrievals. Rows represent the four instruments A, B, C and 
D,  column corresponds to a certain systematic error or combination of errors: GEO: geophysical error (i.e., 
XCO2 error due to aerosols, clouds, etc.), GEO+ZLO: zero-level-offset (radiance) error in addition to GEO error, 
ISRF: Instrument Spectral Response Function (two type of ISRF errors have been investigated (a = anti-
symmetrial shape error, s = symmetrical error)), STRAY: straylight, NL: detector non-linearity (only input data 
for the instruments A and B were available), and POL: polarization related radiance error. The green bars show 
the XCO2 random error (“precision”). The red bars show the three XCO2 bias charcteristics (from left to right): 
mean bias, standard deviation of bias and root-mean-square error.  

 
(1) Six different distortions of the instrument spectral response function (ISRF)  
(2) A radiometric offset (zero level offset, ZLO) as defined in the mission requirements of CarbonSat 

(RD-6) 
(3) Detector non-linearity derived for concept A and B adapted from a CarbonSat instrument 

performance analysis  
(4) Instrument polarization sensitivity from CarbonSat instrument analysis (concept B)  
(5) Straylight within the spectrometer from CarbonSat (concept B).    

     
Figure 3 summarizes the mean of the global bias distribution for the different error sources.  Here, the XCO2 
retrieval performance is mostly sensitive to three instrumental errors:  
 

(1) The detector non-linearity. Here the core of the bias distributions indicates better performance of 
concept B with a mode error of 1.28 ppm compared to concept A with a mode error of 3.32 ppm. 
However, the XCO2 biases of concept B include more outliers and so has a mean bias of 7.12 ppm 
compared to 1.55 ppm for concept A. For the interpretation of these results it is important to note 
that RemoTeC does not adjust a radiometric offset to the measurements simulation.  In case the 
radiometric offset is fitted, the corresponding XCO2 error sensitivity diminishes.  

(2) The shape of the ISRF. From the investigated six different ISRF distortions, we find largest error 
sensitivity for ISRF deformations including a symmetrical compression (ISRF distortion 1 and 6 in 
Figure 3). The induced XCO2 biases are smallest for the low resolution spectral sizing of concept B 
with mean biases < 0.35 ppm. Generally, ISRF distortion introduces biases with significant regional 
dependence as depicted in Figure 5 for the spectral sizing concept C and for the global test 
ensemble of this study.  
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Figure 5: XCO2 bias for instrument concept C and ISRF distortion 1 derived with the RemoTeC algorithm. 

   
 
 

 
Figure 6: XCO2 bias due to uncorrected stray light simulated with RemoTeC. Data gaps are due to cloud contaminated 

scene, which are filtered out. 

 

(3) The spectrometer straylight. Our analysis, performed for a data granule of an orbit simulation, 
indicates significant XCO2 biases for all concept. Here, the biases of sizing point A, C, and D with fine 
spectral resolution are smallest with 1.78, 1.51, and 1.68 ppm respectively and reaches 3.31 ppm 
for spectral sizing concept B. Due to different cloud coverage within a swath, straylight introduces 
stripe pattern in the XCO2 biases as indicated in Figure 6. This XCO2 retrieval property needs to be 
confirmed by the other algorithms used in this study. 

 
Most of the error sources described above are also investigated with the BESD/C algorithm for the 15 
CarbonSat references scenarios. In spite of the different test ensembles, the BESD/C and RemoTeC mean  
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Figure 7: Summary of the BESD/C error analysis results using scores. The red bars show the scores for full iterative 

retrievals including forward model and aerosol induced errors. The green and blue bars indicate the corresponding 

scores of the differential biases of full iterative retrievals with respect to retrieval results of an unbiased instrument 

performance and the linear error analysis, respectively.  

 
biases are similar and the performance analyses agree for most of the error sources. For example, the 
superior performance of concept B for the ISRF distortion 1 results from both investigations. Also, the 
relative small biases due to radiometric errors caused by the instrument polarization sensitivity is confirmed 
by the BESD/C findings. The RemoTeC results concerning detector non-linearity and radiometric offsets cloud 
not be reproduced, which is likely due to the different fitting approaches. BESD/C infers a radiometric offset 
from the simulated measurements, whereas RemoTeC does not account for this. Obviously, this difference in 
the approach affects the XCO2 sensitivity to both instrumental errors. 
 
To summarize the BESD/C XCO2 bias results, a scoring method is applied, which gives highest scores to the 
sizing concepts with smallest biases. Figure 7 illustrates the scoring results for different analyses of the 
BESD/C retrieval biases. For the ‘iterative difference’ method, which is most comparable with the RemoTeC 
analysis, concept A, B, and C score equally well, whereas concept D has the lowest score.      
 
Finally, Figure 8 summarizes corresponding retrieval simulations employing the UoL algorithm, where the 
results are derived for a test ensemble of measurement simulations of different atmosphere scenarios and 
different solar geometry. In the case of known aerosol type, the XCO2 biases are < 0.2 ppm, which 
corresponds to the RemoTeC results of the control runs. Also for divergent aerosol types in retrieval and 
measurement simulations, the induced biases are small for all spectral sizing concepts and so in this case 
does not confirm the RemoTeC findings. However, here only one particular aerosol type was investigated and 
so the UoL error analysis does not aim to provide an estimate for a global error performance. Also for the 
investigated instrumental errors we observe divergent results. For the symmetric ISRF distortion, the UoL 
algorithm shows best XCO2 performance for the spectral sizing point A and B and worst performance of C. 
The radiometric offset introduces very similar XCO2 biases for the different spectral concepts, which overall 
agrees with the BESD/C and RemoTeC performance results.  
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Figure 8: Summary of the UoL error analysis. (Top panel) XCO2 bias for full-end-to-end retrievals and for measurement 

simulations assuming an aerosol type consistent with the assumptions of the retrieval, (second panel) same as top panel 

but for inconsistent aerosol types, (third panel) RMS of XCO2 biases induced by a symmetric single-band ISRF distortion 

using linear error propagation, (bottom panel) XCO2 biases due to the radiometric offset in all three spectral bands using 

linear error propagation. 

 

3 Summary  
The study proposal included consciously different algorithms applied to different test ensembles refraining 
from any harmonisation of the approaches. This explains the overall agreement of the performance analyses 
but also is the reason for the different results for certain error sources. Overall, we draw the following 
preliminary conclusions concerning the error performance for the different spectral sizing concepts A, B, C, 
and D: 

1) For a global ensemble of clear sky measurements, concept A, B, and C show similar 
performance for the precision of XCO2. Concept D performs clearly worse than the other. For 
dedicated CarbonSat test scenarios, we obtained a superior noise performance for concept B. 

2) For the different sizing concepts and the global measurement ensemble, the aerosol and 
cirrus induced error is substantial. We estimated that only for 50 % of all clear sky 
measurements the bias is < 2 ppm (and for 70 % < 4 ppm). 

3) For most of the instrument-induced XCO2 biases, we found no indication that spectral sizing 
point B is worse than any of the other three sizing point. However, for a regional 
measurement ensemble, the RemoTeC spectrometer straylight showed a factor 2 larger 
XCO2 biases for sizing concept B compared to the other sizing point. It needs to be 
investigated if this can be confirmed by BESD/C using the recently updated formula for the 
straylight kernel. 
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Abstract: In light of the proposed space segment of Europe’s future CO2 monitoring (CO2M) system, we 
investigate the spectral resolution of the dedicated CO2 spectrometer, which measures Earthshine radiance 
in the three relevant spectral bands at 0.76, 1.61 and 2.06 μm. The Orbiting Carbon Observatory-2 (OCO-
2) mission covers these bands with fine spectral resolution but limited spatial coverage, which hampers the 
monitoring of localized anthropogenic CO2 emission. To improve this aspect, a moderate spectral resolution 
of 0.1, 0.3 and 0.55 nm in the three spectral bands was proposed by Buchwitz et al. (2013), with adjusted 
band width and signal-to-noise performance. To assess this choice in the context of the CO2M mission, we 
use real and synthetic OCO-2 satellite observations, which we spectrally degrade to the envisaged lower 
spectral resolution. We evaluate the corresponding CO2 retrieval accuracy by taking the Total Carbon 
Column Observing Network (TCCON) observations as reference. Here, a lower spectral resolution enhances 
the scatter error of the retrieved CO2 column mixing ratio (XCO2) but has little effect on the station-to-
station variation of the biases. We show that the scatter error gradually increases when decreasing spectral 
resolution. Part of the scatter error increase can be attributed to the retrieval noise error which can be 
mitigated by a future instrument with improved signal-noise-ratio (SNR). The investigation using 
measurements from the Greenhouse gases Observing SATellite (GOSAT) and synthetic measurements 
confirms our finding and indicates that one major source of uncertainties regarding CO2 retrieval is the 
insufficient information on aerosol properties that can be inferred from the observations. 
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 Introduction 
 
Carbon dioxide is one of the most important anthropogenic greenhouse gases. Due to fossil fuel combustion 
and changes in land use, its concentration is increasing in the atmosphere.  The consequences of increasing 
carbon dioxide include global temperature rising, ocean acidification, increased extreme weather and et al. 
However, our knowledge on its sources and sinks is still limited. Using satellite observations can help us to 
globally monitor its concentration in the atmosphere and improve our current knowledge on reginal sources 
and sinks. To achieve this, satellite observations need to provide measurements with high precision and 
accuracy, good spatial coverage, and high spatial resolution (Ciais et al. (2015); Crisp et al. (2018)).  
  Carbon dioxide information can be derived from reflected solar radiation in short-wave infrared (SWIR) 
spectral regions. Currently, the Greenhouse Gases Observing Satellite (GOSAT, Yokota et al. (2009)) and 
the Orbiting Carbon Observatory-2 (OCO-2, Crisp et al. (2017)) missions are in orbit, dedicated to observing 
XCO2 from space. Additionally, the Carbon Monitoring Satellite (CarbonSat, Bovensmann et al. (2010); 
Buchwitz et al. (2013)) was proposed to the European Space Agency (ESA) with the objective to advance 
our knowledge on the natural and man-made sources and sinks of CO2 from regional and country down to 
local scales, but was not selected for mission implementation. Table 1 includes the spectral and spatial 
properties of the three satellite instruments, observing the Earth-reflected sunlight in the oxygen (O2) A-
band around 0.765 μm, the weak CO2 absorption band around 1.61 μm and the strong CO2 absorption band 
around 2.06 μm. Among those instruments, the CarbonSat concept has the largest swath with good spatial 
resolution but with significantly reduced spectral resolution compared to GOSAT and OCO-2. The design 
introduces the risk of XCO2 errors due to spectral interference with other absorbers and enhanced aerosol 
induced errors. To evaluate this risk Galli et al. (2014) analyzed a spectral degradation of GOSAT 
observations and the induced error on XCO2. 
  In this study, we investigated the retrieval performance of OCO-2 observations degraded to different 
spectral resolutions building upon the work by Galli et al. (2014). We evaluate the XCO2 retrieval accuracy 
and precision using both OCO-2 measurements and produce spectra with the reduced spectral resolution and 
the sampling ratio as listed in Table 1, which in the remainder of the study will be referred to as the moderate 
spectral resolution (MSR) concepts. We start with simulated OCO-2 and MSR type measurements for a 
global ensemble. For satellite observations, the differences between retrieved XCO2 and collocated ground-
based observations from the Total Carbon Column Observing Network (TCCON) are used to estimate the 
retrieval uncertainty. A corresponding analysis is done for GOSAT observations to relate our analysis to the 
previous work done by Galli et al. (2014). 
 

Table 1 Spectral and spatial sizing points of MSR type, GOSAT and OCO-2 instrument [ref1] 
 

Instrument MSR GOSAT OCO-2 

a b c d 

Spectral bands [nm] 

747-773 758-775 758-772 

1590-1675 1560-1720 1591-1621 

1925-2095 1920-2080 2042-2081 

Resolution [nm] 0.1/3.14 0.1/3.14 0.1/3.14 0.1/3.14 0.015/1.4 0.042/2.5 

0.3/3.14 0.3/3.14 0.3/3.14 0.3/3.14 0.08 0.076/2.5 

0.097/2.5 0.15/3.14 0.30/3.3 0.55/3.29 0.1 0.097/2.5 

Swath [km] Goal: 500 (4 km2 per pixel) 750 (5-point 
observation in cross 
track) 

10.6 (8 cross-track 
footprints) 
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 Degradation of spectral resolution and retrieval method 

2.1 Spectra with different spectral resolutions 
Since different spectral sizing measurements used here are obtained by convolving available satellite 
measurements with a window function, the transforming procedure should well represent the way in which 
the satellite instruments record the radiance. For spectrometers, the transformation from the physical 
radiance 𝑰!"! to observation 𝑰#" can be described by following convolution, 

𝑰#"(𝜆$) = (𝑺$ ∗ 𝑰!"!)(𝜆$) = ∫𝑑𝜆 𝑺$(𝜆$ − 𝜆)𝑰!"!(𝜆)   (1) 
𝑺$(𝜆$ − 𝜆) is the spectral response function (ISRF) of spectrometer at wavelength 𝜆$. The spectral resolution 
of spectrometer depends on full width half maximum (FWHM) of the ISRF. The ISRF of modeled 
spectrometer 𝑺$% can be obtained by convolving the original ISRF with a Gaussian instrumental line shape 
function 𝑓& with a broader FWHM. 

𝑺$% = 𝑺$ ∗ 𝑓&                         (2) 
here 𝑓& has following format, 

𝑓& = 𝐴𝛿(𝑚'!)	𝑒
(('('!)" (+,")⁄      (3) 

𝜆. is central wavelength; 𝛿(𝑚'!) is pixel mask with 𝑚'!=0 for good pixel; A is a normalization factor and 
𝜎 is the width of the Gaussian window. 
  Combing equations (1) and (2), the spectra recorded by the modeled spectrometer can be described by, 

𝑰#"% (𝜆$) = 2𝑺$% ∗ 𝑰!"!3(𝜆$) = (𝑺$ ∗ 𝑓& ∗ 𝑰!"!)(𝜆$) = 𝑓& ∗ 𝑰#"(𝜆$)         (4) 
For the above procedure, we can see that spectra with coarse spectral resolution can be obtained by 
convolving fine resolution spectra with a Gaussian window function with a broader FWHM. The resulted 
spectra are also resampled under the spectral resolution of target instrument concept. The corresponding 
covariance matrix 𝒆#"%  describing the retrieval noise is deduced from the measurement noise of the original 
OCO-2 measurements by 𝑓&𝒆#"𝑓&/ .  
  In the forward model, the simulated physical radiance at the top of atmosphere is subjected to the same 
convolution as Eq. (4) before comparing with degraded spectra. Both the measurement and the forward 
model as part of the retrieval are adapted accordingly.   
  Figure 1 shows spectra and ISRF examples of the OCO-2 and corresponding examples of the concept B 
instrument in all three spectral bands. Here, we convolved original spectra and corresponding forward model 
simulation with an added Gaussian window with a sigma of 0.039, 0.125, and 0.225 nm, respectively. The 
effective FWHM of the resulting ILS are shown in the title. For GOSAT measurements, we use the same 
method. 
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Figure 1. Instrument line shape and spectrum examples from original OCO-2 instrument (in blue) and that of  MSR-d (in red). 

 

2.2 Retrieval method and setting up 
 
To retrieve CO2 columns from space-borne Earth-shine radiance observations in the 0.76, 1.61 and 2.06 μm 
spectral ranges with different spectral resolutions, we use the RemoTeC full-physics retrieval algorithm 
(Hasekamp and Butz, 2008), which was first applied for GOSAT measurements and later extensively used 
for greenhouse gas retrievals of different missions including GOSAT, OCO-2 and Sentinel-5P (Butz et al., 
2009; Guerlet et al., 2013; Wu et al., 2018; Hu et al., 2018). The algorithm employs an iterative inverse 
scheme combined with an efficient forward radiative transfer model developed by Landgraf et al. (2001); 
Hasekamp and Landgraf (2005); Hasekamp and Butz (2008); Schepers et al. (2014). For a given model 
atmosphere, the forward model simulates the intensity vector field, including its Stokes parameter Q and U 
on a line-by-line spectral sampling, and its derivatives with respect to both the amount of all relevant trace 
gases and the optical properties of spherical aerosols in different layers of the model atmosphere. Moreover, 
RemoTeC infers state parameters of the atmosphere by minimizing the difference between forward model 
and satellite observations. Due to the different spectral coverage of the 1.61 μm band and corresponding 
sensitivities, for GOSAT measurements 12-layer profiles of CO2 and CH4 partial column are retrieved 
whereas for OCO-2 measurements we only infer the corresponding CO2 profile. Apart from that, the 
algorithm setup is the same for both missions, which infers additionally: H2O total column, surface 
properties, spectral shifts, intensity offsets and aerosol optical properties. To describe the size distribution 
of the atmospheric aerosol, RemoTeC uses a power-law size distribution (n(r) ∝ r−α with the particle radius 
r and retrieves the size parameter α, total amount of aerosol particles N. For the aerosol height distribution, 
we assume a Gaussian profile with a full-width-half-maximum of 2 km and retrieve its center height. For 
this study, we consider only satellite observations over land, where we assume a Lambertian surface 
reflection model with describing the inter-band spectral dependence of the surface albedo as a second order 
polynomial. 
  In terms of spectral calibration, we adjust spectral shifts for both the Earth radiance measurement and solar 
reference model in each spectral band while an intensity offset is only fitted in the 0.76 μm band for both 
GOSAT and OCO-2 spectra. These RemoTeC retrieval settings were also used in GOSAT retrievals by Butz 
et al. (2011); Schepers et al. (2012); Guerlet et al.(2013); Buchwitz et al. (2017). It should be noted that in 
the recent study by Wu et al. (2018) we found that retrieving an intensity offset in all three OCO-2 bands 
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significantly improves the accuracy of the data product. In this study, however, we use the same retrieval 
settings for both GOSAT and OCO-2 data for the following reasons: 
  1. A consistent retrieval setting can help to identify the origin of the product uncertainties. Assuming that 
the error analysis differs significantly for two satellite missions, it seems likely to be an instrument specific 
issue rather than due to the algorithm itself; 
  2. It turns out to be difficult to fit an intensity offset in the 2.06 μm band for spectra with a coarse spectral 
resolution of 0.55 nm; 
  3. The primary target of the study is to understand the impact of a reduced spectral resolution and so the 
relative change of retrieval performances with spectral resolution is the main focus of this study. 
  To account for line mixing as well as collision-induced absorption of O2 and CO2 we employ the 
spectroscopic model by Tran and Hartmann (2008). The molecular absorption database HITRAN 2008 is 
used for CH4 and H2O considering the Voigt line shape model. The algorithm also requires auxiliary 
information on vertical profiles of pressure, temperature and humidity, and surface wind speed, which are 
adapted from the European Centre for Medium Range Weather Forecasts (ECMWF). Surface elevation 
information is taken from the 90-meter digital elevation data of NASA’s Shuttle Radar Topography Mission 
(Farr et al., 2007). Prior information on CO2 and CH4 profiles are interpolated from CarbonTracker and the 
TM5 model for the years 2013 and 2010 (Peters et al., 2007; Houweling et al., 2014), while prior information 
of the surface albedo is estimated from the mean radiance of the observation. Aerosol priors are the same 
for all retrievals. 
Cloud-contaminated observations are rejected by strict data filtering using prior non-scattering retrievals 
(Schepers et al.,2012) and so clouds do not need to be considered in the retrieval algorithm. Here, the cloud 
clearing relies on the fact that the difference of CO2 and H2O columns, retrieved independently from the 
1.61 and 2.06 μm bands for a non-scattering model atmosphere, indicates the measurement contamination 
by clouds. Furthermore, the difference between the O2 column inferred from the O2 A-band with a non-
scattering atmosphere and the corresponding column derived from the ECMWF surface pressure can be used 
for cloud filtering. Additionally, we reject spectra with low signal-to-noise ratio, extreme viewing geometry, 
cirrus contamination and high aerosol load to avoid large retrieval errors. The data screening is described in 
more detail by Detmers and Hasekamp (2015) and Wu et al. (2018) for the GOSAT and OCO-2 retrievals, 
respectively, where for OCO-2 the data screening does not rely on the intensity offsets in the 1.61 and 2.06 
μm bands because it is not retrieved from the measurement in the context of this study. 
 
 Data 
 
For our study, we considered OCO-2 observations only over land in the period from September 2014 to 
October 2017, which are spatio-temporally collocated within 3 × 3 degrees longitude-latitude and within 2 
hours with XCO2 ground-based observations of the TCCON network. Here, we use OCO-2 version 8 L1b 
data and obtained about 463, 000 collocated soundings. Analogously, we proceeded with GOSAT land 
observations (L1b version V201) for the years 2009-2016 using only high-gain measurements of the 
instrument. Given the sparse spatial sampling of GOSAT, we employed a coarse spatial collocation criteria 
within 5 degrees latitude-longitude which results in 270, 000 individual observations collocated with 
observations from different TCCON stations. As part of the processing chain, the data were filtered further 
with respect to latitudinal position, impact from regional CO2 sources and terrain roughness. For both data 
sets, we retrieved the column densities of CO2 and in the case of GOSAT also CH4 using the RemoTeC 
algorithm for measurements at their original resolutions. Subsequently, we reduced the spectral resolution 
to that of the MSR spectral sizing point of Table 1 assuming a fixed sampling ratio, as described in the 
previous section, and repeated the retrieval. To better understand the impact of the spectral resolution on 
CO2 retrieval quality, the different MSR spectral sizing points included first a spectral degradation of the 
0.76 um band and 1.6 um band of the original OCO-2 data to a resolution of 0.1 and 0.3 nm, respectively 
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(MSR-a), and subsequently we gradually degraded the spectral resolution in the 2.06 um band to 0.15, 0.30 
and 0.55 nm while retaining the spectral resolutions in the 0.76 um band and 1.6 um band (MSR-b, MSR-c, 
MSR-d). 
In order not to be affected by unknown instrument related issues such as spectrometer stray light, we 
generated simulated spectra for a global ensemble as described by Butz et al. (2009). The ensemble 
comprises 11, 036 spectra and is designed to estimate retrieval errors induced by aerosol and cirrus for four 
typical days representing four seasons (Butz et al., 2012). In the ensemble, the description of aerosol and 
cirrus is much more complex than in the retrieval and so the assessment of the induced XCO2 retrieval error 
can be used to estimate the scattering induced error for different spectral resolutions of the measurement. 
More details on the ensemble can be found in Butz et al. (2009, 2012); Hu et al. (2016). 
 
 XCO2 retrieval uncertainties under different spectral resolutions 
 

4.1 Synthetic study 
 
First, we studied the XCO2 retrieval error for synthetic spectra calculated for the OCO-2 spectral ranges and 
resolutions and for the MSR-d type spectra derived from simulated OCO-2 measurements. The reported 
XCO2 retrieval error is induced by the limited aerosol information that can be inferred from the measurement 
and the different sensitivity to the assumed measurement noise, which is on the level of the OCO-2 
instrument (Mandrake et al., 2015). Any systematic error due to e.g. erroneous molecular spectroscopy or 
instrument calibration errors is not addressed here. For performance evaluation, we considered the global 
ensemble as described in data section without cirrus contamination and performed three different retrieval 
analyses: test-1 No radiometric offsets in the measurements. test-2 The OCO-2 radiance offsets identified 
by Wu et al. (2018) of 0.15%, 0.5% and 0.14% of the mean radiance of each band is added to the 0.76, 1.6 
and 2.06 μm bands respectively. No radiometric offset is fit. test-3 Same radiometric offset as above but 
including a radiometric offset fit. Table 2 shows the bias, single sounding accuracy and mean retrieval noise 
of synthetic OCO-2 and MSR-d measurements for the three test cases. We included all converged cases in 
our analysis without applying extra quality filtering.  
 

Table 2. Spectral degradation study using calculated synthetic spectrum. 
 

 Bias [ppm] Standard deviation [ppm] Percentage of convergence 

OCO-2 MSR-d OCO-2 MSR-d OCO-2 MSR-d 

Test 1 0.04 0.05 2.69 3.09 81% 77% 

Test 2 -2.70 -2.30 2.83 2.97 82% 77% 

Test 3 -0.01 -0.44 2.10 1.97 69% 66% 

 
For test-1, aerosols induced a scatter in the retrieved XCO2 with a single sounding accuracy of 2.7 and 3.1 
ppm for OCO-2 and MSR-d synthetic measurements, respectively. Albeit with different sampling ratios, the 
mean retrieval noises are quite similar between OCO-2 and MSR-d synthetic measurements. When adding 
intensity offsets but not accounting for the offset in the retrieval (test-2), the OCO-2 and MSR-d retrievals 
exhibit similar single sounding accuracy as in test-1 but with an increased negative bias of −2.70 and −2.30 
ppm, respectively. The results of test-3 indicate that for simulated measurements the radiometric offset can 
be fully mitigated by fitting a radiometric offset in each band as additional elements of the state vector for 
both OCO-2 and MSR-d measurements. However, we cannot prove this for MSR-d type measurements 
reproduced from real OCO-2 observations. Moreover, test-1 and test-2 have similar noise-propagated errors 
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but decreased single sounding precision in the case of moderate spectral sizing. Partly, this may be mitigated 
by an improved SNR performance of the instrument for the MSR-d sizing with respect to the OCO-2 
measurement simulation. 
 

4.2 Study using OCO-2 measurements 
 
Due to the spatial sampling approach of the OCO-2 instrument with a continuous sampling in flight direction 
and with eight cross-track samplings, we typically obtain several collocations of OCO-2 measurements with 
TCCON observations for our collocation criteria. To evaluate the data quality, we consider overpass-
averages both for the OCO-2 and TCCON XCO2 data. This averaging helps to reduce the impact of random 
and representation errors in our comparison, where we assume that the latter shows a pseudo-random error 
pattern. 

 
Figure 2. XCO2 retrievals from OCO-2 measurements under original resolutions. The left panel shows the overall validation and 
the right panel shows the number of observations per station. In the left panel we included the total number of overpass (NOP), 
overall bias (b), single sounding accuracy (σ), station-to-station variability (σs), Pearson correlation coefficient (r) and the one-to-
one line. 
 
For OCO-2 around 386, 600 of the retrievals converged and 313, 500 finally passed the a posteriori quality 
filtering and are classified as ’good’ quality data. Here, the overall data yield is similar to that reported by 
Wu et al. (2018). The OCO-2 retrievals as shown in Fig. 2 have a global bias of −2.50 ppm, an averaged 
single sounding precision of σ a = 1.37 ppm, a mean retrieval noise of 0.25 ppm and a station-to-station 
variability of σs = 0.56 ppm. We first degraded the spectral resolution of the 0.76 μm band and 1.61 μm band 
but used the original measurements of 2.06 μm band (MSR-a). Subsequently, we gradually degraded the 
spectral resolution in the 2.06 μm band as described for the spectral sizing points MSR-b, MSR-c and MSR-
d. We applied the same RemoTeC algorithm settings and similar quality filtering options as above. The 
filtering is adjusted to guarantee that the percentage of good quality retrievals in all four MSR type retrievals 
are around 67% as for the original OCO-2 data, although the number of overpasses per station can still differ 
for the different spectral sizing points. 
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Figure 3. XCO2 retrievals from MSR-d type spectra reproduced from OCO-2 measurements. Here, a global bias of −6.97 ppm is 

subtracted in the plot. 
 

 
Figure 4. Bias and standard deviation (σ) at different TCCON stations for OCO-2 and MSR-d type retrievals. Overpass 

frequencies over each site are listed at bar top in the right-hand panel. Here, MSR-d type measurements are reproduced from 
OCO-2 measurements. 

  Figure 3 summarizes XCO2 retrieval performance for the MSR-d sizing point with an average single 
precision accuracy of σ=1.68 ppm, a retrieval noise error of 0.83 ppm and a station-to-station variability of 
σs=0.56 ppm. Here, the XCO2 data product has a large negative global bias of −6.97 ppm, which is subtracted 
in the plot. The variation of biases between 16 different stations is depicted in Fig. 4 while the station-to-
station variability σs is more-or-less the same as OCO-2 retrievals. To better understand these results and in 
particular the increase of the global bias, Table 3 summarizes the XCO2 retrieval performance for OCO-2 
and all MSR type measurements, i.e. also the MSR-a, MSR-b and MSR-c spectral sizing points. Here the 
overall data yield is very similar for the different data sets although differences may occur due to different 
algorithm convergence. Therefore, we also analyzed the results for the subset of identical data points, shown 
in Table 4. From MSR-a type retrievals, we see that degrading the 0.76 μm band and 1.61 μm band has 
limited impact on the XCO2 retrieval performance. For both selection approaches, lowering the spectral 
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resolution in the 2.06 μm band causes an increase in single sounding precision, mean retrieval noise and 
mean bias, where the station-to-station variability shows little sensitivity to the different resolutions. Part of 
the scatter error can be attributed to retrieval noise, which is also gradually increased when lowering the 
spectral resolution. This part of the uncertainty may be reduced by an instrument with better SNR, which is 
the advantage of the MSR-type instruments. 
 

Table 3. XCO2 retrieval performance for OCO-2, MSR-a, MSR-b, MSR-c and MSR-d type measurements under similar throughput. Here,MSR 

type measurements are generated using OCO-2 measurements. 

 

 Bias [ppm] σa[ppm] σs[ppm] Mean retrieval 

noise [ppm] 

Overpass Single sounding accuracy 

[ppm] 

OCO-2 -2.50 1.37 0.56 0.25 783 2.14 
MSR-a -1.46 1.55 0.49 0.42 782 2.16 
MSR-b -3.79 1.60 0.57 0.46 778 2.29 
MSR-c -6.03 1.70 0.55 0.54 745 2.26 
MSR-d -6.97 1.68 0.56 0.80 748 2.31 

 
 

Table 4. Similar as Table 3, but for the intersection between OCO-2 and MSR type retrievals. 

 

 Bias [ppm] σa[ppm] σs[ppm] Mean retrieval 

noise [ppm] 

Overpass Single sounding accuracy 

[ppm] 

OCO-2 -2.00 1.33 0.55 0.25 669 2.05 
MSR-a -1.17 1.39 0.46 0.39 669 2.08 
MSR-b -3.52 1.47 0.54 0.44 669 2.23 
MSR-c -5.73 1.55 0.59 0.59 669 2.34 
MSR-d -6.73 1.58 0.59 0.83 669 2.41 

 
The discrepancy in the mean bias could be for a large part due to intensity offset in the 2.06 μm band of 
OCO-2. As shown in Tables 3 and 4, the global mean bias increases greatly only when we degrade the 2.06 
μm band. As reported by Wu et al.  (2018), fitting additive intensity offsets to the two CO2 absorption bands 
can improve both the accuracy and the single sounding precision of the XCO2 retrieval. The fitted intensity 
offsets are also highly correlated (r > 0.70) with the mean signal in each band. This may hint at a stray light 
related radiometric error. Not fitting such an intensity offset reduces the depth of telluric absorption lines 
with respect to the continuum and so leads to an underestimation of the CO2 column. The sensitivity to this 
radiometric error seems higher for low resolution spectra. 
 

4.3 Study using GOSAT  
 
 
Finally, to compare our findings with independent GOSAT retrievals, we use, analogously to Galli et al. 
(2014), 270,000 GOSAT-TCCON collocations, where about 250, 000 successful retrievals pass the a 
posteriori quality filtering and are classified as ’good’ quality retrievals. Although methane columns are 
retrieved simultaneously as in previous studies, we will focus here on the XCO2 retrievals only. As shown 
in Fig.5, the difference with TCCON measurements shows an overall mean bias of b=−2.25 ppm, a single 
sounding accuracy of σ=2.05 ppm, a mean retrieval noise of 0.62 ppm and a station-to-station variability of 
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σs=0.42 ppm. Compared with OCO-2 retrievals, GOSAT retrievals have similar mean bias but increased 
scatter and retrieval noise which is probably due to a higher noise level. 
We convert GOSAT measurements to MSR-d measurements and repeat the full-physics retrieval and quality 
filtering. Figure 6 summarizes the MSR-d XCO2 retrieval quality and number of observations per station. 
Almost the same number of observations converge and pass the quality filtering as for the original GOSAT 
retrievals. Figure 7 shows the variation of the bias and standard deviation among all TCCON stations. 
Compared to the GOSAT retrievals, the global bias of the MSR retrieval decreases by 0.31 ppm while the 
station-to-station variability values increase slightly by 0.10 ppm. The mean retrieval noise increased to 1.22 
ppm which is not shown in the figure. The reduced spectral resolution affects mainly the single sounding 
precision of XCO2, which rises on average by 0.86 ppm and is exhibited at all TCCON stations. This agrees 
with the finding by Galli et al. (2014) and with the results from simulated measurements. The increase in 
the scatter of the errors for low resolution spectra was already found for the simulated measurement 
ensemble and agrees with the OCO-2 findings of Section 4.2. In contrast to the OCO-2 analysis, we see for 
GOSAT data that the lower resolution has only a minor impact on the global mean bias. In turn, this suggests 
that the origin of this bias is not due to the interference of molecular spectroscopy but is most likely due to 
an OCO-2 specific feature, which did not occur in the corresponding GOSAT analysis. 
 

 
Figure 5. GOSAT reference run. The overall comparision with TCCON has a mean bias of -2.25 ppm,  a standard deviation of 2.05 ppm 

and a station-to-station bias of 0.4 ppm.  
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Figure 6.  XCO2 retrieval under spectral resolution of MSR-d type instrument. 

 

 
Figure 7.  Bias and standard deviation (σ) at different TCCON stations for GOSAT and MSR-d type retrievals. Mean biases of −2.28 and 
0.31 ppm are subtracted accordingly for GOSAT and MSR-d type retrievals to show the bias variation on the same reference level. 

 
 
 Conclusion 
 
We investigated the impact of spectral resolution on XCO2 retrieval accuracy with current on-orbit satellite 
observations and synthetic measurements. From the study with GOSAT, OCO-2 and synthetic 
measurements, we conclude that the lower resolution of 0.1, 0.3 and 0.3-0.55 nm in the 0.76, 1.61 and 2.06 
μm spectral bands mainly induces a larger scatter in the XCO2 retrieval error, where the scatter gradually 
increases with lower spectral resolution. Both for GOSAT and OCO-2 measurements, the station-to-station 
variability is largely insensitive to a coarser spectral resolution. For GOSAT, the global XCO2 bias differs 
little for the different spectral resolutions. This is not the case for OCO-2 measurements, which show a 
significant increase in the mean bias for decreasing spectral resolution. Most likely this increase is due to 
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instrument related errors such as a radiance offset in the different bands. The analysis for synthetic 
measurements confirms that single sounding precision increases for low resolution and the presence of 
intensity offsets in the different bands can bring a large bias when not fitted. 
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1 Introduction 
 
This Technote is a joint delivery of ESA’s CO2M requirement consolidation and error budget study  and the 
CO2 spectral sizing study. It addresses the requirements for the multi-angle polarimeter (MAP) for aerosol 
and cirrus cloud observations in support of the CO2 monitoring (CO2M) mission. The presence of aerosol and 
cirrus leads to scattering that modifies the path of the backscattered light. MAP collects the necessary 
information on aerosol properties to correct the light path. Therefore, MAP observations as a part of the 
CO2M mission are expected to improve the accuracy of the CO2 measurements. We derive the requirements 
for MAP using study cases where we consider multiple geophysical and atmospheric scenarios, presented in 
section 2. Section 3 and 4 briefly describe the measurement setup of the CO2 instrument and the state 
variables used in this study. The XCO2 accuracy for all the scenarios is assessed using a linear error analysis 
(section 5). We investigate different aspects of MAP observations, i.e. measurement errors, number of 
viewing angles, and wavelength range (section 6). The analysis is conducted for two MAP concepts, i.e. 
modulation (MAP-mod) and bandpass (MAP-band), which are presented individually here. Section 7 presents 
a summary and conclusions 

 

2 Study cases 
We use three aerosol cases that represent different atmospheric scenes in this requirement study. In all 
cases, we assume a bimodal lognormal size distribution of aerosols consisting of a coarse and a fine mode. 
All of the fine-mode particles are assumed spherical while the coarse mode is a mixture of spheroids and 
spheres. The aerosol particles of each mode are distributed vertically following a Gauss distribution 
parametrized by a mean height and a full width at half maximum (FWHM). The latter is fixed at 2 km. The 
size distribution, parametrized by the effective radius and effective variance, is assumed constant with 
height. Case 1 represents boundary layer aerosols in which both modes are located at 1-km height. The 
coarse mode of Case 2 is representative of an elevated cirrus layer at 8 km. In Case 3, the coarse mode 
aerosols are located at an intermediate height of 4 km and the size of the fine-mode particles are slightly 
greater than in Case 1 or 2. For each aerosol case, we study the effect of changing the aerosol column 
concentration. This is done by varying the fine-mode aerosol optical thickness in Case 1, or by varying the 
coarse-mode optical thickness in Case 2 and Case 3, to 5 different values. Table 1 specifies the aerosol 
properties and Figure 1 provides the sketches of the aerosol height distributions in Case 1,2 and 3. 
 
To take the Earth surface reflection into account, we consider a ’vegetation’ and a ’soil’ type surfaces. They 
are Lambertian surfaces with albedo (0.1385, 0.2979, 0.2585) for soil and (0.4503, 0.2302, 0.0634) for 
vegetation at wavelengths (765, 1600, 2000) nm. Solar zenith angle (SZA) is fixed to either 30 or 60 
degrees. Given the variety in aerosol cases, optical thickness (τtot) values, surface  types,  and SZAs, there is 
a total of 60 scenarios, based on  which the requirements are derived. 

Table 1: Aerosol properties adopted in three study cases 

Aerosol parameter Case 1 Case 2 
fine 
mode  

coarse mode fine mode coarse mode 

effective radius [micron] 0.12 1.6 0.12/0.2 1.6 
effective variance 0.2 0.6 0.2 0.6 
spherical fraction 1.0 0.05 1.0 0.05 
ref. index @ 765nm (1.5,10-

7) 
(1.53,2.54·10-
3) 

(1.5,10-7) (1.53,2.54·10-
3) 

ref. index @ 1600nm (1.5,10-
7) 

(1.40,1.56·10-
3) 

(1.5,10-7) (1.40,1.56·10-
3) 
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ref. index @ 2000nm (1.5,10-
7) 

(1.30,2.00·10-
3) 

(1.5,10-7) (1.30,2.00·10-
3) 

layer width (FWHM)  [m] 1000 1000 1000 8000/4000 
layer width (FWHM)  [m] 2000 2000 2000 2000 
optical thickness @ 
550nm 

0.05, 
0.1, 
0.15, 
0.25, 0.5 

0.02 0.2 0.02, 0.04, 
0.06, 0.10, 
0.15 

 
  

 

Figure 1: Sketches of the vertical distribution of the coarse- and fine-mode aerosols in Case 1,2 and 3 

3 Measurement setups 
 
MAP provides radiance and polarization (degree of linear polarization or DLP) measurements at multiple 
wavelengths and at multiple observation/viewing zenith angles (VZA). The composition of these 
measurements is determined by the MAP setup, which is the subject of this requirement study and 
therefore explored in more detail in section 7.5. 

 

Regarding the setup for the CO2 instrument, the relevant aspects are given in Table 2. We employ the 
noise model in which the SNR for TOA radiance follows SNR AI/(AI + B), 

where I is the radiance. The values of A and B for each spectral window are provided in Tab. 2. 

 

Table 2: Setup of the CO2 instrument 

Band 
ID  

Spectral 
range [nm] 

Spectral 
resolution 
[nm] 

Spectral 
sampling 
ratio 

A [phot./cm2 
s nm sr] 

B [-] 

NIR 747-773 0.10 3.14 4.47·10−8 160540 

SWIR-1 1590-1675 0.30 3.14 2.29·10−7 333297 

SWIR-2 1993-2095 0.55 3.14 3.91·10−7 323636 
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4 State vector definition 
 
There are two state vectors, one for the aerosol and the other for the XCO2 retrievals. The common/ 
overlapping elements in the two state vectors are the aerosol parameters of interest (see Table 1). Aerosol 
layer width (FWHM) of both modes as well as the spherical fraction and the layer height of the fine mode are 
not included in the state vector (assumed known). Apart from the aerosol parameters, the MAP state vector 
also contains surface BRDF and BPDF parameters.  State variables specific to the XCO2 retrieval include the 
CO2 column concentration, surface albedo and its first-order spectral dependence, and the spectral shifts in 
the three spectral windows. 
 

5 Linear error analysis 
 
We compute the error in XCO2 by linearly propagating the measurement errors of MAP and of the CO2 
instrument (spectrometer), taking the prior errors into account. This is done in a two-step approach. The 
first step represents the aerosol retrieval using MAP and the second step corresponds to the XCO2 retrieval 
using the prior knowledge of aerosol from MAP. It follows that the derived XCO2 error reported here is the 
aerosol-induced error, and it includes the random and systematic error components. In this framework, the 
error of the retrieved aerosol properties comprises the part that comes from the prior errors and the part 
that is propagated from the MAP measurement errors. The error component due to the prior uncertainties is 
formulated as follow 
 

𝑺!"#$% = (𝑮&'(𝑲&'( − 𝑰)𝑺!,&'((𝑮&'(𝑲&'( − 𝑰)* (7.1) 
 
 

while the error component due to the measurement errors is written as 
 

𝑺!"#+$ = 𝑮&'(𝑺,,&'(𝑮&'(*  (7.2) 

 
𝑺!,&'( is the covariance matrix of the MAP prior error. The off-diagonal elements are zero and the diagonal 

elements consist of the squared prior errors of the state vector elements, which include aerosol parameters.  
The prior errors of these aerosol parameters are assumed to be approximately 100% of their prior values. 
𝑺,,&'( is the covariance matrix of the MAP measurement error. The diagonal elements consist of the squared 

radiometric and the polarimetric (degree of linear polarisation) errors. We assume no correlation among the 
measurements. 𝑲&'(  is the Jacobian matrix that describes the sensitivity of the MAP measurements to 
changes in the MAP state variables. 𝑲&'( is calculated for each scenario and for a particular MAP 
measurement setup. 𝑲&'(	 is the gain matrix that relates the MAP measurement errors with the noise in MAP 
state parameters and it is formulated as 
 

𝑮&'( = (𝑲&'(
* 𝑺,,&'(-. 𝑲&'( + 𝑺!,&'(-. )-.𝑲&'(

* 𝑺/,&'(-.  (7.3) 

 
The total error on the retrieved aerosol parameters is then represented by the sum of 𝑺$%  and 𝑺+$, i.e. 
 

𝑺!"#010 = 𝑺!"#+$ + 𝑺!"#$%  (7.4) 

 
The total aerosol uncertainties from Eq. 7.4 are then passed on to the CO2 retrieval step. At this stage, they 
are mapped into spectrometer measurement errors using the CO2 Jacobian matrix for the aerosol parameters 
𝑲234,!"# , and the measurement errors are in turn mapped into the errors on the CO2 state variables using the 
CO2-instrument gain matrix 𝑮234 . Mathematically, this error propagation is expressed as 
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𝑺234!"# = 𝑮234𝑲234,!"#𝑺!"#010𝑲234,!"#
* 𝑮234*  (7.5) 

 
The XCO2 error reported in this document follows from taking the square root of the diagonal element of 𝑺234!"#  
that is associated with the CO2 column concentration.  This approach of linear error analysis mimics as close 
as possible the joint retrieval of aerosol and CO2 using MAP and spectrometer simultaneously. 
 

6 Requirements 
 
We investigate requirements for three aspects of the MAP observations, i.e. the measurement accuracy 
(radiometric and polarimetric uncertainties), number of viewing angles, and wavelength range. These 
requirements are derived based on the stringent precision target of the CO2M mission, i.e. 0.7 ppm or 
better. In this work, we set the target value for the aerosol-induced XCO2 error (Eq. 7.5) to 0.1% *maximally 
0.15%), which includes both the systematic and random errors. For a total CO2 column of 400 ppm, an XCO2 
error between 0.1% and 0.15% corresponds to an error between 0.4 ppm and 0.6 ppm, and hence within the 
mission precision target of 0.7 ppm. XCO2 errors are calculated using the linear error analysis in section 7.4 
for the geophysical and aerosol scenarios in section 7.1, from which the requirements follow. The results for 
the two MAP concepts are presented separately below. 
 

 Modulation concept (MAP-mod) 
 

6.1.1 Baseline setup 

 
As a reference, we define a baseline setup for MAP-mod. This is specified in Table 3. 
 

Table 3: MAP-mod baseline setup  

Features    Baseline setup 
Number of VZAs 5 (-60 to 60 degrees) 
Spectral range                                      385-765 nm 
Radiance spectral resolution                5 nm 
DLP spectral resolution                        15nm@395nm, 30nm@765nm 
Number of radiance measurements     77 
Number of DLP measurements             19 
Total number of measurements            480 

 

6.1.2 Radiometric and polarimetric uncertainties 

 

This section addresses requirements S7MR-OBS-380M, S7MR-OBS-390M, S7MR-OBS-400M, and S7MR-OBS-
410M in the MRDv1.0. To derive requirements for MAP measurement uncertainties, we perform the error 
analysis by varying 𝑺,,&'((equation 7.2). The radiance errors are varied to 0.5%,1%,2%, 4% and degree of 

linear polarization (DLP) errors are set to values ranging from 0.001 to 0.005. For this exercise, the baseline 
setup (Table 3) is used in which the five VZAs consist of 0,+/-40,+/-57 degrees. 
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Figure 2: Performance of the MAP-mode baseline setup for four selected study cases. Each panel represents 
one study case where XCO2 errors are shown as a function DLP uncertainties (𝜟DLP) for different values of 
radiance errors (±𝜟rad/rad). 

 
The results of the error analysis are displayed in Fig. 2, which shows that XCO2 accuracy decreases with 
increasing DLP and radiance errors in the three aerosol cases. For large radiance and DLP uncertainties, XCO2 
error can be as high as ~0.6%. When radiance and DLP errors are not greater than 2% and 0.003, 
respectively, XCO2 errors do not increase beyond 0.15%; in most cases, the target XCO2 error of 0.1% is in 
fact met. Relaxing the radiance and DLP errors to 0.003 and 0.0035 still results in XCO2 errors of ≤0.15% for 
the majority of the study cases. 
 
The reported radiance and DLP errors are the total errors. Assuming equal contributions from random and 
systematic components, the 0.0035 DLP errors can be broken down to a noise component of ~0.0025 (or 
SNR=400) and a systematic error of ~0.0025. Similarly, the radiance error of 3% comprises ~1.7% 
(SNR~50) noise and ~1.7% systematic component. However, since the required DLP error is smaller, the 
total SNR requirement is driven by DLP. For a radiometric precision of ~0.0025 (SNR=400), the systematic 
component is then the dominant part of the total radiance error. 
 

6.1.3 Number of viewing angles 

 
This section addresses requirement S7MR-OBS-340M in the MRDv1.0. For this investigation, the spectral 
range and resolution of the baseline setup (Table 3) are adopted. Changing the number of viewing angles 
implies adding or removing measurements, which would influence the aerosol and hence the CO2 retrieval. 
To study this effect, we vary the number of VZAs from 3 to 8 and compute a Jacobian matrix 𝑲&'( for each. 
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The viewing angles are limited to between -60 and 60 degrees. Table 4 specifies the viewing angles and the 
corresponding number of measurements. 
 

Table 4: Number of viewing angles studied for MAP-mod 

Number of VZA VZAs Total number of measurements 
3 0, ±57 288 
4 ±19, ±57 384 
5 ±0, ±20, ±57 480 
6 ±11, ±34, ±57 576 
7 0 ±19, ±38, ±57 672 
8 ±8, ±24, ±41, ±57 768 

 
Following the discussion above, we assume a radiance error of 2% and a DLP error of 0.3% in the error 
analysis. Figure 3 shows the resulting XCO2 errors as a function of number of viewing angles for several 
selected cases. 
 
 

 

Figure 3: XCO2 errors as a function of number of viewing angles assuming a radiance error of 2% and a DLP 
error of 0.003 for the MAP-mod concept. Each panel shows the XCO2 errors for a particular study case. 

 
The plots in Fig. 3 show that there is a sharp drop of XCO2 error from 3 to 4 viewing angles. From 4 to 8 
viewing angles, XCO2 errors decrease more mildly. The baseline setup has 5 viewing angles and this choice 
meets the target XCO2 error. Having more than 5 viewing angles leads only to a marginal improvement in 
XCO2 accuracy. This behavior is seen not just in the selected cases shown here, but also in all the other 
study cases. An odd number of viewing angles is preferred to an even number to allow for the inclusion of 
nadir view. 
One can then conclude that 5 viewing angles is the minimum necessary to achieve the target XCO2 error. 
 

6.1.4 Spectral range 

 
This section addresses requirements S7MR-OBS-350M, S7MR-OBS-360M and S7MR-OBS-370M in the 
MRDv1.0. To assess the effect of changing the spectral range on the XCO2 accuracy, we explore three 
options, i.e.  

• expand the baseline spectral range so it extends further into the UV down to 350nm (’≥350nm’), 
• truncate the baseline spectral range at 490nm to exclude UV (’≥490nm’), 
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• extend the baseline spectral range to include SWIR, i.e. add radiance and DLP measurements at 
1640 and 2250nm (’with SWIR’). 
 

Table 5: Spectral ranges studied for MAP-mod 

Setup Spectral 
range [nm] 

Number of 
radiance 
measurements 

Number of 
DLP 
measurements 

Total number 
of 
measurements 

≥350nm 350-765 84 22 530 
≥490nm 490-765 56 12 340 

with SWIR  385-2250 79 21 500 

baseline 385-765 77 19 480 
 
Table 5 summarizes the setups that represent the three options, along with the baseline for comparison. For 
this exercise, all of the setups include 5 viewing angles at 0, +/-40, and +/-60 degrees to conform to 
requirement S7MR-OBS-350M. The baseline DLP spectral resolution is retained when excluding or including 
more UV wavelengths. In the error analysis, the radiance and DLP errors are assumed at 3% and 0.003, 
respectively. Fig.  4 and 5 show the resulting XCO2 errors as a function of optical depth for all the study 
cases using the three setups above, compared with the baseline setup. 
 
It can be seen in Fig. 4 that when compared to the baseline setup, including more UV wavelengths down to 
350nm leads to little gain in XCO2 accuracy, while removing UV wavelengths altogether leads to a 
considerable loss of XCO2 accuracy. Excluding UV can increase XCO2 error to around 0.25% for Case 3, 
vegetation with SZA=60 degrees.  Fig.  5 shows that XCO2 accuracy improves with the additional SWIR 
channels, but only 
marginally, which might not justify the added financial cost of including them. One can then conclude that 
the optimal choice of setup for MAP-mod is the baseline setup with spectral range from 385 to 765 nm. 
 

 Bandpass concept (MAP-band) 
 

6.2.1 Baseline setup 

As a reference, we define a baseline setup for MAP-band. This is specified in Table 6. In this bandpass 
concept, both radiance and DLP measurements are taken at each bandpass or wavelength. 
 

Table 6: MAP-band baseline setup 

Feature Baseline setup 
Number of VZAs 13 
Viewing angles [degrees] 0, ±10, ±20, ±30, ±40, ±50, ±60 
Bandpass/wavelengths [nm] 410, 440, 490, 550, 669.9, 863.4, 1640, 2250 
Number of radiance measurements 8 
Number of DLP measurements 8 
Total number of measurements 208 
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6.2.2 Radiometric and polarimetric uncertainties 

 
This section addresses requirements S7MR-OBS-380B, S7MR-OBS-390B, S7MR-OBS-400B, and S7MR-OBS-
410B in the MRDv1.0. To derive requirements for MAP measurement uncertainties, we perform the error 
analysis by varying 𝑺𝒚,𝑴𝑨𝑷 (equation 2). The radiance errors are varied to 0.5%,1%,2%,4% and degree of 

linear polarization (DLP) errors are set to values ranging from 0.1% to 5%. For this exercise, the baseline 
setup (Table 6) is used. The results of the error analysis are displayed in Fig. 6, which shows that XCO2 
accuracy decreases with increasing DLP and radiance errors in the three aerosol cases. For large radiance 
and DLP uncertainties, XCO2 error can be as high as ~0.6%. When radiance and DLP errors are not greater 
than 2% and 0.003, respectively, XCO2 errors do not increase beyond 0.15%; in most cases, the target 
XCO2 error of 0.1% is in fact met. Relaxing the radiance and DLP errors to 3% and 0.0035 still results in 
XCO2 errors of ≤0.15% for the majority of the study cases. The reported radiance and DLP errors are the 
total errors. Assuming equal contributions from random and systematic components, the 0.0035 DLP errors 
can be broken down to a noise component of ~0.0025 (or SNR=500) and a systematic error of _0.0025. 
Similarly, the radiance error of 3% comprises ~1.7% (SNR~40) noise and ~1.7% systematic component. 
However, since the required DLP error is smaller, the total SNR requirement is driven by DLP. For a 
radiometric precision of ~0.0025 (SNR=500), the systematic component is then the dominant part of the 
total radiance error 

 
Figure 4: Performance comparison among the baseline, ≥350nm, ≥490nm setups of MAP-mod, represented by 
the different lines. XCO2 errors as a function of aerosol total optical thickness is shown for all the study cases as 
indicated at the top and on the right side. The magnitude of the radiance and DLP uncertainties are assumed 3% 
and 0.003, respectively. 
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Figure 5: Performance comparison between baseline and with-SWIR setups of MAP-mod concept, represented by 
the different lines. XCO2 errors as a function of aerosol total optical thickness is shown for all the study cases as 
indicated at the top and on the right side. The magnitude of the radiance and DLP uncertainties are assumed 3% 
and 0.003, respectively. 
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Figure 6: Performance of baseline MAP-band setup for four selected study cases. Each panel represents one 
study case where XCO2 errors are shown as a function DLP uncertainties for different values of radiance 
errors. 

 

6.2.3 Number of viewing angles 

 

Table 7: Number of viewing angles studied for MAP-band 

Number of VZAs VZAs Number of 
measurements 

10 ±7, ±20, ±33, ±47, ±60 160 
11 0, ±12, ±24, ±36, ±48, ±60 176 
12 ±5, ±16, ±27, ±38, ±49, ±60 192 
14 ±5, ±14, ±23, ±32, ±42, ±51, 

±60 
224 

15 0, ±9, ±17, ±26, ±34, ±43, ±51, 
±60 

240 

16 ±4, ±12, ±20, ±28, ±36, ±44, 
±52, ±60 

256 

 
This section addresses requirements S7MR-OBS-340B and S7MR-OBS-350B in MRDv1.0. For this 
investigation, the bandpass/wavelength selection of the baseline setup (Table 6) is adopted. Changing the 
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number of viewing angles implies adding or removing measurements, which would influence the aerosol and 
hence the CO2 retrieval. To study this effect, we vary the number of VZAs from 10 to 16 and compute a 
Jacobian matrix 𝑲%!0 for each. The viewing angles are equally spaced and the outermost angles are fixed to -
60 and 60 degrees to conform to requirement S7MR-OBS-350B. Table 7 specifies the individual viewing 
angles along with the corresponding number of measurements. 
 
 

 

Figure 7: XCO2 errors as a function of number of viewing angles for a radiance error of 2% and a DLP error of 
0.003, for the MAP-band concept. Each panel shows the XCO2 errors for a particular study case. 

Following the discussion above, we assume a radiance error of 2% and a DLP error of 0.003 in the error 
analysis. Figure 7 shows the resulting XCO2 errors as a function of number of viewing angles for several 
selected cases. The plots in Fig. 7 show that XCO2 accuracy improves with increasing number of viewing 
angles in an almost linear fashion. From 10 to 16 angles, the improvement in XCO2 accuracy is quite small. 
With ten viewing angles, the target XCO2 error is in fact already met. This behavior is seen not just in the 
selected cases shown here, but also in all the other study cases. 
 
An odd number of viewing angles is preferred to an even number to allow for the inclusion of nadir view. One 
can conclude that, given the baseline bandpass selection, having 11 viewing angles is sufficient to deliver the 
desired XCO2 accuracy. Note that the requirement on the number of viewing angles is coupled with the 
requirement on the bandpass/ wavelength range. Here, the number of viewing angles is assessed for a given 
set of wavelengths and in 
the following section, the wavelengths selection is assessed for a given number of viewing angles. In section 
7.6, we provide examples of how the interplay between these two aspects affects XCO2 accuracy. 
 

6.2.4 Wavelength range 

 
This section addresses requirements S7MR-OBS-360B in the MRDv1.0. To assess the effect of changing the 
wavelength range, we explore three options, i.e. 

• expand the baseline wavelength range so it extends further into the UV down to 350nm (’≥ 350nm’), 
• truncate baseline wavelength range at 490 nm to exclude UV (’≥490nm’), 
• narrow down the baseline wavelength range by excluding SWIR wavelengths, i.e. remove radiance 

and DLP measurements at 1640 and 2250nm. 
Table 8 summarizes the setups that represent the three options, along with the baseline for comparison. 
Radiance and polarization measurements are taken at each of the selected wavelengths. Following the results 
in section 6.2.3, in this exercise we use 11 viewing angles in all three setups and the baseline setup. The 
individual angles are given in Table 8. 
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Table 8: MAP-band bandpass selections for a variety of wavelength ranges 

Setup Bandpass selections Total number of 
measurements 

≥ 350nm 350, 380, 410, 440, 490, 550, 669.9, 863.4, 

1640, 2250 

220 

≥490nm 490, 550, 669.9, 863.4, 1640, 2250 132 

without 
SWIR 

410, 440, 490, 550, 669.9, 863.4 132 

baseline 410, 440, 490, 550, 669.9, 863.4, 1640, 2250 176 

 
In the error analysis, the radiance and DLP errors are assumed at 3% and 0.003, respectively. Fig. 8 and 9 
show the resulting XCO2 errors as a function of optical depth for all the study cases for the three setups 
above, compared with the baseline setup. It can be seen in Fig. 8 that when compared to the baseline setup, 
including more UV wavelengths down to 350nm leads to little gain in XCO2 accuracy, while removing UV 
wavelengths altogether leads to a considerable loss of XCO2 accuracy. Excluding UV can increase XCO2 error 
to around 0.25% for Case 3, vegetation with SZA=60 degrees. Fig. 9 shows that XCO2 accuracy drops 
considerably when the SWIR channels (1640 and 2250 nm) are removed. For Case 3, vegetation, SZA=60 
degrees, the XCO2 error can even increase to 0.51%. It is therefore important to keep the SWIR 
measurements in place. 
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Figure 8: Performance comparison among the baseline, ≥350nm, ≥490nm setups of MAP-band, represented by 
the different lines. XCO2 errors as a function of aerosol total optical thickness is shown for all the study cases as 
indicated at the top and on the right side. The magnitude of the radiance and DLP uncertainties are assumed 3% 
and 0.003, respectively. 
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Figure 9: Performance comparison between baseline and without-SWIR setups of MAP-band, represented by the 
different lines. XCO2 errors as a function of aerosol total optical thickness is shown for all the study cases as 
indicated at the top and on the right side. The magnitude of the radiance and DLP uncertainties are assumed 3% 
and 0.003, respectively. 

 

6.2.5 Alternative setups to MAP-band 

Given the analysis regarding the spectral/wavelength range in section 6.1.4 and 6.2.4, it appears that the 
SWIR channels hold a greater importance in the MAP-band than in the MAP-mod concept. We experiment 
with the possibility of removing the SWIR channels in MAP-band without compromising the retrieved XCO2 
accuracy significantly. This is done by increasing the number of viewing angles to a point where the total 
number of measurements approximately matches that of the baseline setup of MAP-mod. The total number 
of measurements in the baseline MAP-mod is used as reference here because in this setup SWIR channels 
are not present. The baseline MAP-mod has a total of 480 measurements. With only 6 wavelengths (after the 
removal of SWIR bands), 40 viewing angles are needed to arrive at the same number of measurements (this 
setup is referred to as ’band40’ in the rest of this document). The resulting XCO2 errors as a function of 
optical depth is shown in Figure 10. The plots show that the XCO2 errors obtained using the setup ’band40’ 
are comparable with those obtained using the baseline setup of MAP-mod or MAP-band. This means that the 
substantial loss of performance when SWIR channels in MAP-band are removed can be prevented by adding 
more viewing angles. 
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We extend this experiment to investigate what we call the hybrid setup. Here we increase the number of 
wavelengths and decrease the number of viewing angles while maintaining approximately the same total 
number of measurements as the baseline MAP-mod or as the band40 setup (i.e. 480). More specifically, this 
hybrid setup has 11 wavelengths (at 410, 440, 465, 490, 520, 550, 610, 669, 735, 800, 863 nm), at which 
both radiance and DLP are measured, and 21 viewing angles (equally spaced from -60 and 60 degrees and 
includes nadir). The total number of measurements is then equal to 462. It is shown in Fig. 10 that the 
hybrid setup results in XCO2 errors that are very similar to those in the band40 setup. 
To summarize, there are 3 possible implementations for the MAP-band concept. The first is the baseline 
setup with 8 wavelengths that include SWIR. The second is the removal of 2 SWIR wavelengths while having 
40 viewing angles (band40), and the third solution is the setup with 11 wavelengths and 21 viewing angles 
(hybrid). One common feature here is the total number of measurements that is kept approximately the 
same. 
 

6.2.6 Inclusion of 753-nm wavelength 

 
To allow for a cross-calibration between MAP and the CO2 instrument, radiance measurement at a common 
wavelength is needed. This particular wavelength is expected to be at 753 nm. We investigate the accuracy 
of XCO2 when this wavelength is used in place of one the 6 wavelengths in the band40 setup. For this 
exercise we experiment with replacing the last three wavelengths (555, 669.9, 863.4 nm), with 753 nm one 
by one, keeping the viewing angles and the total number of measurements in the band40 setup intact. It is 
assumed that both radiance and DLP are measured at 753 nm. 
XCO2 errors are plotted as a function of aerosol optical depth for the different sets of wavelengths in Figures 
28 and 29. Fig. 11 shows that having 753nm replace 670 nm degrades the performance noticeably for the 
vegetation scenes. The surface albedo for vegetation at 753nm is high, resulting in small DLP and this 
appears to have a negative effect on the XCO2 accuracy. Fig. 12 compares the other two sets of wavelengths 
where we  
replace either 550 nm or 863 nm with 753 nm. It is evident that in most of our study scenarios, replacing 
550 nm leads to smaller XCO2 errors compared to substituting 863 nm. It can then be concluded that among 
the three wavelengths (550, 670, 865 nm), replacing 550 nm would deliver the highest XCO2 accuracy. 
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Figure 10: Performance comparison among the baseline setups, without SWIR, and the alternative setups without 
SWIR, represented by the different lines. XCO2 errors as a function of aerosol total optical thickness is shown for 
all the study cases as indicated at the top and on the right side. The magnitude of the radiance and DLP 
uncertainties are assumed 3% and 0.003, respectively. 
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Figure 11: Performance comparison among the different bandpass selections for the band40 setup, represented 
by the different lines. XCO2 errors as a function of aerosol total optical thickness is shown for all the study cases 
as indicated at the top and on the right side. The magnitude of the radiance and DLP uncertainties are assumed 
3% and 0.003, respectively. 
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Figure 12: Performance comparison among the different bandpass selections for the band40 setup, represented 
by the different lines. XCO2 errors as a function of aerosol total optical thickness is shown for all the study cases 
as indicated at the top and on the right side. The magnitude of the radiance and DLP uncertainties are assumed 
3% and 0.003, respectively. 

 

 Spatial oversampling 
 
To estimate the error induced by spatial resampling of radiance and polarization measurements, we consider 
two scene examples: first a randomized chess-board scenario and second a Sentinel-2 scene in the 
Northwest of Shanghai.  
  

 Chess-board scenario 

 

The chess-board scenario assumes a 16×16 km2 spatial domain with an underlying sampling of 20×20 m2, 
which are combined to 300×300 m2 homogeneous spatial scenes. The fine 20×20 m2 sampling is required by 
the convolution of the top-of-atmosphere (TOA) radiometric quantities to the spatial resolution of the MAP 
instrument. Next, we assume that the scene consists of a randomly assigned radiometric pattern of three 
reference spectra, calculated for five different viewing angles, VZA = 0, ±40, ±60 degrees. The radiometric 
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allocation is depicted in Fig. 13. As reference scene, we selected a vegetation, soil, and sand BDRF to 
describe different types of surface reflection. Figure 14 shows examples of the radiance and degree of linear 
polarization (DLP) spectra for VZA = +60 degree. In the remaining of the study, the radiometric scene is 
investigated in more detail for four wavelengths 𝜆 =	350, 450, 550, 800 nm. 
 

 

Figure 13: Randomized chess-board scenario where three radiometric scenes are randomly assigned to 
300×300 nm homogenous ground scenes. In this study we assume that spectrum 1 represents a vegetation 
scene and spectrum 2 and 3 a soil and sand scene, respectively. 

 

Figure 14: Radiance (left) and DLP (right) reference scene for a vegetation (veg), soil and sand surface BDRF. 
The depicted simulations are performed for a solar zenith angle of 50 degree and a VZA = 60 degree. Four 
wavelength 𝝀 = 350, 450, 550 and 800 nm are selected for further investigations. 

 
Subsequently, the TOA radiometric scene is convolved with a two-dimensional Gaussian to degrade the scene 
to the spatial resolution of the MAP. Currently, we assume a full width at half maximum (FWHM) of 2 km in 
both spatial dimensions. Figure 15 shows the smoothed radiometric scene sampled on a 20×20 m spatial 
grid.  
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Figure 15: Convolved radiance (left) and DLP (right) radiometric scenes for 𝝀 =800 nm and VZA = 60 degree.  

Obviously, the MAP measurements will be sampled on a much coarser grid and based on the generated data 
set any sampling scheme can be applied. This study considers two regular sampling schemes with a sampling 
distance of 2 km (1 FWHM) and 1 km (0.5 FWHM), so a spatial oversampling ratio of 1 and 2 in both spatial 
directions. Subsequently, the sampled data set is used as input for a bilinear interpolation scheme to fill the 
gaps between the sampling point. Thus, comparing the interpolated radiance scene with those of Fig. 14 can 
be used to estimate resampling error of this simple scheme. Figure 15 shows an example of the resampling 
error of the radiance and DLP fields for a VZA of 60 degree at 800 nm for the two sampling distances. Errors 
are substantial, exceeding ±4 % in the radiance and ±0.004 in the DLP. Enhancing the sampling ratio to 2 
reduces the error significantly with a resampling error ≤ 2 % in the radiance field and ≤0.001 in the DLP 
field.  
 
Finally, Fig. 16 summarizes the resampling error for the chess-board experiment. It shows the maximum and 
the error standard deviation for the ensemble of resampled radiance and DLP error for all VZAs and for the 
different wavelengths. Considering the standard deviation as the relevant quantity to formulate MAP 
requirements, we conclude that for the sampling ratio of 1, errors are too large requiring too large 
contribution from the radiometric error budget. However, for a spatial oversampling ratio of 2, the induced 
radiance error standard deviations are < 0.5 % and the corresponding DLP errors are <0.0006, which is 
acceptable.  
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Figure 16: Resampling error for the radiance (left) and DLP (right) for an oversampling ratio of 2 (upper) and 1 
(lower). 

 

 Sentinel 2 scenario 
 
The chees-board experiment has a major shortcoming. The radiometric gradients of the ensemble are 
randomly selected and so introduces a certain arbitrariness in our analysis. To address this problem, a first 
preliminary analysis was performed for the scenario observed by Sentinel-2 around Shanghai, depicted in 
Fig. 17. It comprises nine tiles of surface albedo around 780 nm (band 7), which is used to derive a near-
infrared (NIR) surface albedo map for the surrounding of Shanghai with a spatial sampling of 20×20 m2, 
shown in Fig. 18. The ensemble is much too large for any analysis of the resampling error, and so we 
selected an area in the Northwest of Shanghai for further investigation. Figure 18 shows the RGB zoom-in 
region given by the Apple maps service and the corresponding S2 data and indicates that the area includes 
mainly crop vegetations with a village in the upper left corner.  

 
To assign model spectra to each Sentinel-2 pixel depending on the NIR albedo, we simulated vegetation 
reference spectra assuming the surface BDRF 
 

𝐵𝐷𝑅𝐹(𝜆, 𝜗9+, 𝜗1:0, Δ𝜑) = 𝐴(𝜆) +	7𝑓9

4

9;.

	𝑅9(𝜗9+, 𝜗1:0, Δ𝜑) 
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Figure 17: Overview of the resampling errors for the chess-board experiment for all VZAs and the two sampling 
ratios as indicated in the legend. Maximum error (left), error standard deviation (right), radiance (top) and DLP 
(bottom).    

 
 
which comprises the two spectral independent vegetation kernels 𝑅. and 𝑅4 with corresponding weights 𝑓9.  
Here, 𝐴(𝜆) is the spectral dependent Lambertian albedo. Using this model for surface reflection, we calculated 
reference spectra scaling the albedo term to cover the range 0.0< 𝐴(𝜆<=>) < 1.0 in steps of 0.025. Figure 19 
illustrates two examples for an NIR surface albedo of 0.10 and 0.25. With the albedo map of Fig. 18, we can 
assign to each ground pixel a corresponding model spectra and so could generate radiometric scenes, which 
corresponds to the spatial scales as observed by Sentinel-2.   
 

 
 

      

Figure18: (Left) Nine Sentinel-2 tiles over the Shanghai region (right) Sentinel 2 NIR albedo. 



 
TECHNICAL NOTE 

Doc. no. :  SRON-CSS-TN-2019-004 
Issue :  5 
Date :  2 May 2019 
Cat :  4 
Page :  251 of 258 

CO2 Spectral 
Sizing Study 

 

 

 

Figure 19 (Left) RGB Apple map service image of the zoom-in, (right) Sentinel 2 NIR albedo for zoom-in. 

 
Finally, we apply the same analysis as already described Sec. 2. Figure 21 shows the 800 nm radiance scene 
on Sentinel 8 resolution, convolved with the two-dimensional Gaussian response function, and resampled 
with a spatial sampling ratio of 1 and 2, analogous to Sec. 7.6.1.  

 

 

Figure 20: Example of MAP reference spectra for five viewing angles 0, ±30, ±60 degree and two NIR albedo 
values 0.1 (top) and 0.25 (bottom). 

Google map 
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Figure 21: Radiance resampling error for the Sentinel 2 ensemble of Fig. 18. (Top left) Radiance ensemble at 
800 nm and for a VZA of 60 degree [W/(m2 nm sr)], (top middle) convolved radiances assuming a 2D Gaussian 
spatial response of the MAP instrument with  a FWHM of 2 km in both dimensions, (bottom left) resampled 
radiances assuming an spatial oversampling ratio of 1 in both directions, (bottom middle) radiance resampling 
error for an oversampling ratio of 1, (bottom right) radiance resampling error for an oversampling ratio of 2. 

 
For a sampling ratio of 1, the mean error is 0.048 % with a standard deviation of 0.79 % whereas for a 
sampling ratio of 2 the mean error is 0.008 % with a standard deviation of 0.23 %. Thus, the error standard 
deviation is about a factor 2 smaller than for the chess-board experiment. Figure 21 shows the corresponding 
results for the sampling error of DLP. Also for the polarization measurements a spatial oversampling ratio of 
2 is required to reduce the resampling errors of up to 0.01 to  the required accuracy range <0.02.  
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Figure 22: Same as Fig 37 but for DoLP. 

 Relative pointing accuracy 
 
To evaluate the relative pointing accuracy, we consider a spatial displacement of the Sentinel 2 ensemble 
introduced in Sec. 7.6. Figure 22 shows the induced radiance and DLP error due to a spatial shift in the 
horizontal dimension of the image by 𝛿𝑥 =	600, 400 and 200 m. Here, the radiance error standard deviation 
is 1.07, 0.72, 0.36 %, and the DoLP error is 0.0026, 0.0018, 0.0009. For a corresponding scene 
displacement in the vertical dimension, we obtained 0.82, 0.55, 0.28 % radiance error standard deviations 
and 0.0020, 0.0014, 0.007 DoLP error standard deviation. Considering the technical feasibility of a relative 
pointing accuracy of 200 m, we propose a tightening of the corresponding MRD requirement to 200 m 
keeping at the same time the contribution to the overall error budget as little as possible. 
 
 

 ISRF Knowledge Requirement 
 
Overall, the ISRF knowledge is less relevance for the MAP instrument than for the CO2 spectrometer. To 
demonstrate this, we consider radiance error induced by ISRF knowledge errors between 1 % and 6 % as 
depicted in Fig. 23. The induced radiance error increases from 0.02 % to 0.14 % with a maximum error 
between 0.1% and 0.6 % at the Calcium K and L Fraunhofer lines at 382 nm and 393 nm (see Figure 20). 
We consider this error as a minor contribution to the total error budget and thus propose an overall 
knowledge error of the ISRF to be better than 4 % of its maximum value, which causes a standard deviation 
of the radiance error of 0.1%.  
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Figure 23: Radiance (left) and DLP (right) error due to a horizontal spatial displacement of the Sentinel-2 scene 
by 600m (top), 400m (middle), 200m (bottom). 
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Figure 24: ISRF distortion. (Top) Gaussian ISRF with a FWHM of 5 nm and (bottom) different ISRF distortions 
with knowledge error between 1-6% (bottom).    

 

Figure 25: (Left) Radiance error due to ISRF knowledge error shown in Fig. 24. (Right) Standard deviation of 
the ISRF radiance error as a function of the ISRF knowledge error. 
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Figure 26: MAP-mod radiance error in the NIR. (Top) Simulation of the MAP-mod radiance measurement from 
line-by-line radiance simulation assuming a spectral resolution of 5 km. (Bottom) Radiance errors for errors in 
the FWHM of the ISRF between ±5 % calculated with respect to the maximum radiance in the spectrum.  

 

 

Figure 27: MAP-mod radiance error at 761.5 nm and 757.5 nm as a function of the FWHM error. 
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Figure 28: Same as Fig. 27 but for band 6 and 7 of the MAP-band concept as defined in MRDv1.0.  

 
Particular attention must be given to the ISRF knowledge in the NIR. Here measurements around the O2 A 
band are intended to be used for cross calibration between the CO2 and MAP instrument. In the light of the 
required accuracy of the MAP radiance measurements of 3 %, we assume that radiance errors induced by 
ISRF knowledge uncertainties must be < 1%, which leads to a dedicated requirement on the ISRF knowledge 
of the MAP instrument in the spectral range of the O2 A band. Figure 42 shows the ISRF induced radiance 
error due to uncertainties between ±5% in the FWHM of the ISRF. Here, the radiance error, given with 
respect to the continuum value, shows maxima at the center and in the wings of the O2 A band. Hence, 
considering the error at 761.5 nm and 757.5 nm in Fig. 28, we conclude that the FWHM of the ISRF must be 
known with an accuracy of 2 % for instrument cross calibration. The analogous analysis of the MAP-band 
concept is shown in Fig 28 and results in same requirement for band 6 with the narrow bandwidth of 10 nm. 
For band 7 with a bandwidth of 40 nm a knowledge requirement of 4 % is sufficient. 
   
 

7 Summary and conclusions 
 
The CO2M requirements of the MAP instrument have been analyzed with respect to the XCO2 performance. 
The analysis accounts for two different instrument concepts using the spectral modulation technique and 
bandpass polarimetry.  
 
For the modulation concept, we conclude that the radiance uncertainty must be < 3 % and the DLP 
uncertainty < 0.0035. We have broken down this requirement to a radiance precision and bias requirement 
to be <1.7 %, and a DLP precision and bias requirement to be < 0.0025. The instrument must measure 
radiance and DLP in at least 5 viewing angles in the spectral range 385-765nm.  
 
For the bandpass concept, the same radiometric requirements hold, i.e.  the radiance uncertainty must be < 
3 % and the DLP uncertainty < 0.0035 with a breakdown to radiance precision and bias requirement to be 
<1.7 % and a DLP precision and bias to be < 0.0025. This instrument concept must measure radiance and 



 
TECHNICAL NOTE 

Doc. no. :  SRON-CSS-TN-2019-004 
Issue :  5 
Date :  2 May 2019 
Cat :  4 
Page :  258 of 258 

CO2 Spectral 
Sizing Study 

 

DLP in a least 21 viewing angles at 11 wavelengths (410, 440, 465, 490, 520, 550, 610, 669, 735, 800, 863 
nm). For instrument cross calibration it is desirable to have one particular measurement at 753 nm. In case 
an already existing band must be omitted for this implementation, replacing the 550 nm has the smallest 
impact on the CO2M performance. 
 
Independent on the MAP concept, the radiance and polarization measurements must the spatially resampled, 
both for a consistent interpretation of the different viewing angles and for a co-alignment with the CO2 
measurements. For this purpose, a spatial oversampling of a factor 2 is required. 
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Aerosol induced XCO2 errors: A literature review 
 

Jochen Landgraf 
SRON Netherlands Institute for Space Research 

 
 
Abstract: Absorption spectroscopy generally, in particular CO2 remote sensing from the shortwave infrared 
spectra range requires knowledge of the light path through the atmosphere to properly interpret the depth of 
the telluric absorption features of Earthshine radiance spectra. The very demanding CO2 requirements on 
accuracy to be better than 0.5 ppm can only be realized after strict cloud filtering of the data and therefore 
the effect of atmospheric aerosol and optically thin cirrus is only relevant for the retrieval of CO2. In this 
review, we summarize study results on the aerosol induced error and on different mitigation approaches.  
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1 Introduction 
The first dedicated mission observing CO2 by means of space-borne measurements in the shortwave 
infrared range of the solar spectrum was the Greenhouse Gases Observing Satellite (GOSAT, Yokota et 
al., 2004), which is in orbit since 23 January 2009, while the Orbiting Carbon Observatory (OCO, Crisp et 
al., 2004) suffered from a launch failure on 24 February 2009. The spectral measurements comprise three 
spectral bands including the O2 A band at 765 nm (NIR), the moderate strong CO2 absorption bands at 
1.61 µm (SWIR-1) and the corresponding strong absorption band at 2,06 µm (SWIR-2) depicted in Fig. 1. 
Here, the SWIR-1 band provides information on the vertically integrated amount of CO2, whereas the NIR 
and SWIR-2 band are used to infer effective aerosol parameters to characterize the atmospheric light path. 
Moreover, the SWIR-2 band also constrains the CO2 column amount and its precision.  Considering the 
complexity of atmospheric aerosol given by its diverse chemical composition, size and shape, several 
microphysical parameters are required to characterize its optical properties. Typically, the three-band 
concept allows to infer 2-3 effective aerosol parameters, depending on surface albedo, which are by far not 
sufficient to fully describe all aerosol properties. Although the main aerosol effect on the light path can be 
captured by this concept, an aerosol induced XCO2 error remains, which is the subject of this review. 
Section 2 summarizes estimates of the aerosol induced error using simulated measurements. Results from 
OCO-2 measurements is the subject of in Section 3 including different bias corrections for error 
mitigation. Finally, Section 4 describes mitigation strategies using supplementary measurements of a cloud 
imager and Section 5 summarizes results of an error sensitivity study of a multi-angle radiance concept. 
Section 6 summarizes our literature review.   
  

Figure 1: GOSAT and OCO-like exemplary spectra of the O2 A band (left panel), the moderately 
strong absorbing CO2 band (middle panel), and the strongly absorbing CO2 band (right panel). 
Spectra are modelled for a grass surface observed at nadir and solar zenith angle 30° (Fig 1 from 
Butz et al., 2009). 

2 Aerosol induced error: An estimate using simulated measurements 
 
The XCO2 aerosol induced error was discussed in detail by Butz et al., 2009 for the RemoTeC algorithm 
and O’Dell et al., 2012, for the ACOS algorithm, which is used for operational data processing of OCO-2. 
Figure 2 shows the RemoTeC XCO2 error as a function of the aerosol scattering optical depth for a non-
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scattering retrieval, i.e. a retrieval which does not account for any atmospheric scattering. Already for 
aerosol optical depth (AOD) < 0.05 the XCO2 error exceeds the 1 % level, which is indicated by the 
dashed lines. Retrieving effective aerosol properties by the 3-band RemoTeC approach mitigates XCO2 
errors significantly, such that for AOD < 0.30 the XCO2 error stays within a 1 % error range. However, 
for the stringent CO2M requirement the XCO2 performance is not compliant for any AOD. These early 
findings are confirmed by the results of WP-2200 of this study. Obviously, the non-scattering error is a 
direct consequence of light scattering in the atmosphere and so the enhancement of the light path by 
aerosols. Thus, non-scattering errors and the remaining aerosol induced error of the full-physics 3-band 
approach correlate and in a certain sense, the non-scattering XCO2 error is a proxy for aerosol induced 
errors in the XCO2 data product.  
 
Figure 3 shows the corresponding results using the operational OCO-2 algorithm ACOS for a test data set 
of OCO radiance simulations of 10 orbits with a total of 6522 soundings over land. The upper panel depicts 
the aerosol induced error for a non-scattering retrieval and shows an increase in the XCO2 error with 
increasing AOD, which can be improved by the retrieval of effective aerosol properties as indicated in the 
lower panel of figure. Although in the meantime both algorithms have been improved in the performance, 
overall, we can conclude that with the current 3 band retrievals, the CO2M mission requirement on XCO2 
accuracy cannot be met without any further mitigation effort.  
 

Figure 2: Aerosol induced error for a non-scattering retrieval from GOSAT and OCO-like 
measurements (top panels) and for the RemoTeC 3-band retrieval (Fig. 8 in  Butz et al, 2009) 
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Figure 3: XCO2 retrieval error as a function of aerosol optical depth at 760 nm. Black and red symbols 
indicate data points which passed or failed the cloud filter. The upper panel shows XCO2 error for the clear-
sky retrieval (test 4), in which clouds and aerosols are not included (non-scattering retrieval), the bottom panel 
depicts corresponding results for the standard 3-band full-physics ACOS retrieval (Figure 8 in O'Dell et al., 
2012). 

 
From the results in Fig. 2 and 3 one may conclude that the aerosol induced XCO2 error only become evident 
in a dependence on AOD. Obviously, AOD is not the only aerosol properties which describes its scattering 
properties but other microphysical quantities may change the induced XCO2 error as well. Even more 
important is fact that the amount of aerosol information, which can be inferred from the observed spectra 
changes with the brightness of the surface scene. Nanda et al., 2018 showed the sensitivity of a reflectance 
measurement with respect to scattering height z, optical depth 𝜏 and the single scattering albedo of an aerosol 
scattering layer. Similar results were reported by Corradini et al., 2006 and Sanghavi et al., 2012. Figure 4 
indicates clearly an albedo range between 0.2 and 0.3, where the measurement loses its sensitivity to the 
aerosol optical depth. As a result, prior assumptions on the atmospheric aerosol may introduce XCO2 biases 
as function of the surface albedo in agreement with the findings of Aben et al., 2007.  As a result, a 
dependence of the XCO2 bias on surface albedo is induced in the data product.     
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Figure 4: Derivative of reflectance with respect to aerosol properties for different surface albedos A. The z is 
centred around 600 hPa, with 𝝉 = 1.0	 𝜔 = 0.95, and a Henyey–Greenstein phase function with g =0.7. The 
solar zenith angle is 45o and the viewing zenith angle is 0o. (a) Derivative of reflectance with respect to z. (b) 
Derivative of reflectance with respect to 𝜏. (c) Derivative of reflectance with respect to 𝜔 (Figure 4 in Nanda 
et al., 2014). 
 

3 Mitigation approach 1: Posteriori bias correction 
To improve the data accuracy, bias corrections are considered as an essential element of the data 
processing. The approach relies on a data set of XCO2 retrieval products and collocated reference 
measurements. Figure 5 shows the XCO2 biases of the GOSAT RemoTeC data product with respect to 
TCCON reference measurements as a function of key parameters describing the algorithm performance, 
like the air mass, the water vapor and molecular oxygen column, the difference of the retrieved surface 
albedo in the NIR and SWIR-, and effective aerosol parameters (Guerlet et al., 2013). Assuming the ability 
to generalize the result to the overall data product, a parametrized bias correction can be derived from 
these results. Similar parametric bias corrections are proposed by Wunch et al., 2011, Cogan et al., 2012, 
Reuter 2017, Wu et al., 2018. Here a non-trivial fraction of the correction accounts for retrieval algorithm 
specific problems.  
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Figure 5: Error on XCO2, defined as the difference between collocated GOSAT and TCCON 
retrievals, as a function of six parameters: air mass, water column, blended albedo, signal in O2 A-
band, aerosol scattering optical thickness (SOT) times aerosol layer height zs, and the reciprocal 
aerosol size parameter. The green solid line represents the mean error, and the blue dashed line 
is a linear regression fit to the data. Correlation R with each variable is given in the upper right of 

each panel.  (Figure 11 in Guerlet et al., 2013).  

 
O’Dell et al. 2018, applied a more advanced bias correction to the ACOS OCO-2 B8 data product. Here, 
the training set comprises collocations with TCCON data, models, models in the Southern Hemisphere 
only, and a validation method called “small area approximation”. This approach assumes that XCO2 can 
be considered to be uniform over an area not larger than 100 km assuming to be away from strong known 
sources. Worden et al. 2017 found that for these circumstances XCO2 varies by less than 0.1 ppm examine 
GEOS-5 simulations. The approach is well suited to correct for bias variation on the 100 km scale but is 
insensitive to biases on larger scales. Overall, the ACOS OCO-2 B8 bias correction per observation mode 
write as: 

 
where 𝑋!"!,$%& are the raw OCO-2 data, 𝑋!"!,'( 	 indicates the bias corrected product, 𝐶)(𝑚𝑜𝑑𝑒) 
represents the mode dependent parametric correction as a function of e.g. surface pressure, band dependent 
albedo quantities, and aerosol parameter, 𝐶*(𝑚𝑜𝑑𝑒) is the footprint dependent bias correction as a result 
of the small area approximation, and 𝐶+(𝑚𝑜𝑑𝑒) is a mode dependent global scaling factor. Figure 5 
summarizes the XCO2 bias dependence versus selected filter variables explained in detail by O’Dell, 
2018.  
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Figure 6: XCO2 bias versus select filtering variables for land (nadir+glint) data, using TCCON as a truth proxy. 
Shown are the mean bias in each parameter bin for both raw (black circles) and bias-corrected (light blue 
circles) XCO2 as well as the standard deviation of the bias-corrected XCO2 (dark blue diamonds). The 
histogram of each parameter is shown in gray. The vertical black dashed lines denote filtering thresholds for the 
XCO2 quality flag, while the thin red solid lines show filtering thresholds for the warn levels. The quality flag 
filters are applied cumulatively from left to right and top to bottom. The fraction passing at each step, as well as 
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the rms error of the bias-corrected XCO2, are shown in the upper right corner of each panel (Figure 10 in 
O’Dell et al., 2018).  

 
The risk induced by any bias correction is that the set of reference measurements does not have the ability 
to generalize the biases for the entire XCO2 product. This was illustrated by Guelet et al., 2013 using the 
difference between a non-scattering and 3-band full-physics retrieval as a proxy for the aerosol induced 
error. Figure 7 shows this proxy as a function of the SWIR-1 surface albedo for one year of GOSAT data, 
where different ranges of the aerosol scattering optical depth is color coded with a third order polynomial 
fitted to each set of data point. The different rectangles highlight the range of errors and albedo for this 
global data set (solid lines) for the surrounding of sites TCCON using the large colocation box with 
additional constraints from XCO2 model fields to identify same air masses (dashed line); or using the 5o 
colocation area (dotted lines). Obviously, this selection of data sets effects the overall estimate of the bias 
dependence and thus can introduce significant errors, when extrapolating to cases with the larger albedo 
and larger aerosol scattering optical depth.  
 

 

Figure 7: Difference between non-scattering retrievals and RemoTeC XCO2 as a function of 
albedo, with SOT colour coded, for 1 year of global retrievals between June 2009 and May 2010 

(land data, high gain only). See text for further explanation (Figure 16 in Guerlet et al., 2013).  

Obviously, not only the ability to generalize but also the accuracy of the reference data is a critical element 
of any bias correction. Kiel et al., 2019 investigated the ACOS B8 bias correction with respect to surface 
pressure in detail, which corrects the data by 

XCO,,'( =	XCO,,$%& − 𝑐-.$/(𝑝-.$/ − 𝑝)$01$) 
with 𝑐-.$/ is a regression coefficient defined by comparison the raw data to a reference data set, 	𝑝-.$/ is 
the retrieved surface pressure of the ACOS algorithm and 𝑝)$01$ is e.g. the collocated surface pressure 
from a forecast model. Obviously, any bias in  𝑝)$01$ introduces a corresponding bias in the bias corrected 
product XCO,,'(, where the relative errors in the surface pressure estimates propagate nearly one-to-one into 
relative errors in bias-corrected XCO2. Given the precision we need to achieve in XCO2 measurements, 
seemly insignificant issues cannot necessarily be ignored. Kiel et al, 2019 identified two main reasons by 
bias correction using surface pressure introduces additional biases.  First, they identified errors in the 
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ACOS B8 bias correction due to erroneous surface pressure estimates due to knowledge error of the 
pointing of the observatory (up to ~ 130 arcsec). This introduces XCO2 biases in regions with rough terrain, 
as illustrated in Fig 8. The surface height around Lauder, New Zealand, changes up to 200 m over small 
distances. Considering XCO2 data which are not correct for biases we observe a nearly uniformly 
distribution of XCO2 with a standard deviation of 0.92 ppm, which increases after bias corrections to 1.35 
ppm with maximum enhancements of 3 ppm correlated with the underlying the topographic slopes. The 
errors can be reduced by an improved point accuracy as illustrated by Kiel et al, 2019.  Additionally, 
temporal sampling errors of the surface pressure of meteorological forecast and errors due atmospheric tides, 
are of crucial importance For example, the mean canopy height of the Amazon rain forest is ~25m and 
temporal changes due to fires or deforestation cannot be ignored as well as usual tidal range in the open 
ocean. For example, at sea level, altitude variations of ~ 8m correspond to changes in surface pressure of ~ 1 
hPa, which might introduce errors in XCO2 on the order of 0.4 ppm, which is already close to the accuracy 
requirement of the CO2M mission.  
 

 

Figure 8 OCO-2 target mode observation over Lauder, New Zealand, on 17 February 2015. Panel 
(a) shows the altitude deviation (defined as the sounding altitude minus the median altitude of all 
soundings in the given latitude and longitude limits). Panels (b) and (c) show the variation of raw 

and bias-corrected OCO-2 v8 XCO2 (defined in the same way as for the altitude) after applying the 



 
TECHNICAL NOTE 

Doc. no. :  SRON-CSS-TN-2019-003 
Issue :  5 
Date :  2 May 2019 
Cat :  4 
Page :  268 of 273 

CO2 Spectral 
Sizing Study 

 

 

v8 filters. Individual soundings are aggregated into 0.005x 0.005 latitude–longitude square grids 
(Fig. 4 in Kiel et al., 2019) 

4 Mitigation approach 2: Cloud imager data 
 
To mitigate aerosol induced errors, Kim et al, 2016 proposed to use aerosol information from the TANSO-
CAI Cloud and Aerosol Imager as prior input to a three-band full-physics retrieval from TANSO-FTS 
observations, both payload of the GOSAT mission. The study focuses on Asia and North-Africa where 
aerosol concentrations are persistently high. Therefore, the effect of aerosols on data coverage and data 
quality is expected to be highest in the region.  
 
The study employs the YCAR (Yonsei Carbon Retrieval) full-physics retrieval algorithm, which is modified 
to YCAR-CAI to exploit synergies between both instruments.  The CAI imager has four spectral bands 
(0.380, 0.674, 0.870, and 1.600 µm), where the UV band is not used in this study. Thus, employing the bands 
at 0.674, 0.870, and 1.600 µm, the YCAR-CAI algorithm selects the appropriate aerosol type from four 
different, prescribed types. After the type selection, the AODs are retrieved from the pre-calculated look-
up table. In Figure 9, a comparison of CAI AOD over ocean with MODIS data for the years 2010 and 
2011 show a reasonable agreement, with correlation coefficients of 0.80–0.82 and regression slopes of 
about 1.2. Subsequently, the CAI aerosol information is used as priori information to the full-physics 
retrieval, which infers the volume mixing ratio CO2 profile, surface albedo, AOD profiles, water vapor 
scaling factor, surface pressure, temperature offset, wavenumber shift, wavenumber squeeze, and zero-
level offset from the GOSAT NIR, SWIR-1 and SWIR-2 data.  
 

 

Figure 9: Comparison of AOD from CAI and MODIS over ocean. 2011. Colors represent the 
frequency of compared results (Fig. 1 in Kim et al, 2016).  
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Figure 10: Comparison of retrieved XCO2 from GOSAT algorithms ((a–c) YCAR-CAI; (d–f) NIES; (g–i) 
ACOS; and (j–l) UoL) with TCCON XCO2 for two TCCON sites: Tsukuba (middle), Saga (right), and both 
(left). All individual sounding GOSAT data are shown as small faded dots, and daily average values are 
shown as large distinct colored dots. Black dotted line is the best-fit line calculated from robust fitting and 
red dotted lines are RMSE range of best-fit line. The solid line is linear identity function. (Figure 4 from Kim 
et al, 2016).  
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The YCAR-CAI results were validated against TCCON measurements at Tsukuba and Saga with a root mean square 
error of RMSE=2.25, a bias of b=- 0.81 ppm for in total N = 250 data point with a Pearson correlation r = 0.771, which 
is similar to the accuracy of other current algorithms (RMSE= 2.12, b = 1.25, N = 212, r = 0.756 for NIES L2 v2.21, 
RMSE= 1.94, b = 1.94, N = 205, r = 0.778 for ACOS L2 V3.4, and RMSE = 1.67,  b = 3.06, N = 150, r = 0.813 for UoL 
L2 V6.0).  
 
Overall, the present study of Kim et al, 2016 presents a new strategy in the use of aerosol information for 
XCO2 retrieval, where aerosol information from a different sensor on the same platform is used to improve 
the prior information of a full-physics 3 band retrieval. For a final assessment of the data quality, the 
validation must be extended to more TCCON sites with a better global coverage, such that the station-to-
station variation of the XCO2 bias can be evaluated.  

5 Mitigation approach 3: Multi-angle radiance observations 
Frankenberg et al. 2012 proposed an alternative approach to mitigate the aerosol induced error. They 
investigated a combined aerosol and greenhouse gas retrieval using multiple satellite viewing angles 
simultaneously and found that this method, hitherto only applied in multi-angle imagery such as from 
POLDER or MISR, greatly enhances the ability to retrieve aerosol properties by 2–3 degrees of freedom. 
The authors conclude that instead of focusing solely on improvements in spectral and spatial resolution, 
signal-to-noise ratios or sampling frequency, multiple angle observations reduce uncertainty in space-based 
greenhouse gas retrievals more effectively and provide a new potential for dedicated aerosols retrievals. 
 
For simplicity, Frankenberg et al. only used 3 different viewing geometries; namely strict nadir as well as 30o 
fore and aft viewing zenith angles at 0o and 180o azimuths (i.e., strictly North-South). The measurement 
covers the NIR, SWIR-1 and SWIR-2 band of a GOSAT/OCO-type of instrument with a SNR=200 for all 
bands and viewing angles. For the nadir-only observation mode the SNR is adapted to a corresponding SNR 
to eliminate any SNR effect in the comparison (i.e., comparable to a √3	200 = 350  SNR). The analysis is 
performed for the 3-band retrieval, i.e. the combination of the NIR, SWIR-1 and SWIR-2, and a 2-band 
retrieval, which combines the NIR and SWIR-1 and drops the strong CO2 bands in the SWIR-2. 
 
 

 
Figure 11: Schematics of the multi-angle viewing observation geometry using the satellite motion in low earth 
orbit instead to record the same scene at various angles (similar to the OCO-2 target mode). Satellite viewing 
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azimuth angles in this case are 0o and 180o for aft and fore viewing modes, respectively (Fig. 1 in Frankenberg 
et al., 2012)  
 

The gain in aerosol information can be well illustrated when analyzing the sensitivity of the retrieved aerosol 
parameter to its true value, i.e. the corresponding diagonal element of the averaging kernel. Figure 11 shows 
that for a 2-parameter gamma size distribution, nearly all aerosol parameters can be retrieved independently, 
which is a major improvement with respect to the 3-band nadir concept, where the averaging kernel element 
of most parameters is in the range 0.4-0.6. Moreover, the analysis shows that the 2-band concept in 
combination with one viewing mode only provide little information on the aerosol, underlining the 
importance of the SWIR-2 band to account for atmospheric scattering. Also, for a 2-band concept, 
observations in multiple viewing angles add significant aerosol information.  

 
Figure 12: Averaging kernel diagonal elements related to aerosols for low sun (SZA = 65o) with a spectral 
resolution of 0.04 nm, 0.075 nm and 0.1 nm in the O2 A-band, weak CO2/CH4 band and strong CO2 band, 
respectively and a 2.5 spectral samples per FWHM. The SNR = 200 for each spectral band (Fig. 6 in 
Frankenberg et al., 2012). 

 
 

 
Figure 13: Posterior error estimates (1𝜎) of trace gas total column amount in % for a winter gas with a SZA = 
65o. The simulation assumes OCO-2 spectral resolutions and SNR = 200 for each spectrum (Fig. 10 in 
Frankenberg et al., 2012). 



 
TECHNICAL NOTE 

Doc. no. :  SRON-CSS-TN-2019-003 
Issue :  5 
Date :  2 May 2019 
Cat :  4 
Page :  272 of 273 

CO2 Spectral 
Sizing Study 

 

 

 
The gain of aerosol information leads to reduced XCO2 errors as shown in Figure 13. Here the posteriori error on the 
CO2 column is halved for the 3-band multi-angle concept with respect to the 3-band nadir concept and is close to the 
error induced by the measurement noise only. A similar error reduction is achieved when going from the 2-band 
nadir to the 2-band multi-angle approach.  
Overall the study of Frankenberg et al, 2012 quantified the potential of multi-angle high spectral resolution retrievals to 
both improve aerosol retrievals and reduce interference errors in trace gas retrievals. The obvious application to OCO-2 
target mode observations is hampered by the fact that the observations of the different viewing modes are spatially not 
collocated. Due to the low spatial sampling with respect to the spatial resolution of the OCO-2 instrument, a spatial 
resampling induces large errors, which counteracts the potential gain on aerosol information.   

6 Conclusions 
This review focused on the discussion of the aerosol induced error in the literature discussed in the recent 
years. We conclude that  

• The aerosol induced error is a key XCO2 error contribution of the 3-band full-physics retrieval 
approach, which requires mitigation approaches 

• A bias correction to a level of accuracy as required for the CO2M mission is a major challenge. The 
correction approach must have the ability to generalize the identified biases for a training set to all 
circumstances of the CO2M data product. Here, the level of accuracy of the available reference data, 
like surface pressure, is a challenge. 

• The use of additional measurements from collocated aerosol measurements from a nadir imager is 
already discussed in the literature. However, a comprehensive assessment of the gain in XCO2 
accuracy is not yet provided and only performed for TCCON reference measurements at two site in 
Asia.  

• A multi-angle viewing radiance concept is discussed in the literature with the objective to be applied 
to OCO-2 target mode measurements. A theoretical study showed that spatiotemporal collocated 
GOSAT/OCO-2 type of measurements provides a gain in aerosol information which leads to a 
significant improvements in XCO2 accuracy. Attempts to demonstrate thus for OCO-2 target 
measurements failed because of collocation errors between the observations with viewing angle.  

The stringent accuracy requirement of <0.5 ppm for the CO2M mission makes it necessary to investigate alternative 
mitigation strategies, e.g. using collocated aerosol measurements to improve our knowledge on the atmospheric light 
path. here, a multi-angle polarimeter MAP can provide useful ancillary aerosol information in support to the CO2 3-
band spectrometer. Therefore, sensitivity studies are required to evaluate the improved XCO2 performance for certain 
choices of the MAP instrument.   
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A Introduction 
 

A.1) Applicable Documents 
The following documents, listed in order of precedence, contain requirements applicable to 

the activity: 

AD-1  CarbonSat Mission Requirements Document, EOP-SMA/2232/PI-pi, version 1.0 

AD-2  CarbonSat Mission Requirements Document, EOP-SMA/2232/PI-pi, version 1.2 

AD-3 CarbonSat Earth Explorer Opportunity MissionPhase A/B1 System Study System 

Requirements Document, EOP-SFP/2011-04-1574/AL/al, version 1.2 

A.2) Reference Documents 
The following documents were consulted by the Contractor as they contain relevant 

information: 

 

RD-1  Towards a European Operational Observing System to Monitor Fossil CO2 

emissions, Final Report from the expert group, October 2015 available at 

http://www.copernicus.eu/sites/default/files/library/CO2_Report_22Oct2015.pdf 

RD-2 Final report of CarbonSat Earth Explorer 8 Candidate Mission “Level‐2 and Level‐1B 

Requirements Consolidation Study “, IUP, version 2.2, 18 July 2014 

RD-3 Technical Note of CSL1L2 study “CarbonSat: Balancing requirements (SNR, spatial 

and spectral, other)”, version: 2.0, Doc ID: IUP-CS-L12-TN-3d, 27 April 2012 

RD-4 CarbonSat Reference Spectra IUP-CS-RS-TN-001, version 1.0 

 

A.3) Acronyms and Abbreviations 
 

AD Applicable Document 
ESR Executive Summary Report 
FR Final Report 
HITRAN HIgh-resolution TRANsmission molecular absorption (database) 
KA Kaioa Analytics 
MAP Multiangle spectro-polarimetry (auxiliary aerosol instrument) 
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NIR Near InfraRed 
PM Progress Meeting 
RD Reference Document 
RemoteTec SRON retrieval algorithm 
SNR Signal-to-Noise Ratio 
SoW Statement of Work 
SWIR Short-Wave InfraRed 
TCCON Total Carbon Column Observing Network 
TOA Top-of-Atmosphere (radiance) 
UoL University of Leicester 
UoL-FP University of Leicester Full-Physics retrieval 
XCO2 dry-air column averaged mixing ratios of CO2 

 
A.4) Executive Summary 
The work package A600 general task is to assess the performance of the UoL retrieval 

algorithm using external aerosol information which would be provided by a MAP (Multi-Angle 

Photopolarimetric) aerosol sounder. To this end, the work package consists of the following 

points: 

l Adjustment of the UoL retrieval method to use external aerosol information as 

provided by the MAP instrument 

l Conduct a series of geophysical simulations covering different aerosol scenarios, 

surface types and geometries. The details of the geophysical scenarios will be agreed 

with SRON. 

l Retrieve XCO2 from the simulated spectra assuming uncertainties for aerosol 

parameters according to the MAP retrieval uncertainties  

l Evaluate the obtained retrieval results against RemoTeC results 

In order to assess the performance of the CO2 retrieval, spectra for a range of geophysical 

scenarios have been simulated using the forward model of the Full-Physics retrieval 

algorithm from the University of Leicester [UoL-FP]2–5 . The specifications of the instrument 

are laid out in section B and respective reference documents RD. 

The geophysical scenarios follow simulations by SRON to allow easy intercomparison of 

results. Respective parameters are described in section C. 

This study assesses the performance of the retrieval using additional a priori information on 

aerosols from the simulated MAP instrument for a range of geophysical scenarios. One of 
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the main challenges result from the inherent differences in the treatment of aerosol 

information in the UoL retrieval and the a priori information provided by the MAP instrument 

(section D). The standard UoL retrieval setup is described inD.1, additional information 

provided by the MAP instrument is laid out in D.2. These challenges are overcome by the 

workflow outlined in Figure 1. First, the distribution of atmospheric states (due to different 

aerosol states) as predicted by the MAP a-priori information is described as an ensemble of 

spectra, which encompass these distributions. A detailed description of this approach is 

given in Section D.3. 

Retrievals are run for the full ensembles of spectra for the respective geophysical scenarios. 

Three different degrees of a-priori knowledge are assumed (see Section E). A) no 

knowledge of aerosol optical parameters [BASE], B) the mean aerosol parameters are 

assumed to be known [MEAN], and C) [VAR]: all uncertainties of the aerosol properties are 

translated to a-priori information / retrieval setup.  

Figure 2 depicts the results for BASE and VAR retrieval setups at SZA 30° and 60°, 

respectively, which corresponds to retrievals employing no a-priori aerosol information and 

retrievals with approximately full a-priori information. The figures show the combined biases 

for the individual retrievals in the ensembles for all geophysical scenarios and aerosol AOD 

variations. In order to filter out outliers, the shaded areas show the respective 25%-75% 

percentile range, whereas the solid line depicts the mean of all biases. It is obvious that the 

BASE retrieval does not lead to acceptable results for the gross of scenarios and aerosol 

loads. If the uncertainty of aerosol parameters is taken into account with the VAR retrievals, 

Figure 1: Schematic overview of the work flow of the study. For each geophysical scenario, the given a-priori information 
is described as an ensemble of spectra. These ensembles are processed using different retrieval setups, and the results 
compared.  
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however, biases are obtained which meet the 0.1% XCO2 threshold values and show 

significant lesser spread. All results are described and compared in Section F. 

Comparison of the error ranges obtained with the RemoteTec algorithm confirm the gain by 

additional a-priori information. In general, standard deviation of results by the VAR retrieval 

are within a factor of 2 below error ranges of the RemoteTec algorithm, meeting goal 

requirements.  

These results of the different retrieval setups, from no aerosol optical properties information, 

mean properties known and approximation of full use of additional a-priori information, 

clearly highlight the improvements in performance of the UoL retrieval when employing 

external aerosol information. 
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Figure 2: Combined biases for all geophysical scenario ensembles and retrieval setups BASE and VAR. The upper 
panel depicts results for SZA 30°, the lower panel for SZA 60°. The solid line denotes the respective median and the 
shaded area the 25%-75% percentiles of all retrievals. 

SZA 30° 

SZA 60° 



   

 
283 

B Instrumental setup 
An instrument similar to Sentinel 7 is assumed. The applied instrumental properties are 

summarized in Table 1. The random noise N of each pixel of the instrument has been 

simulated according to equations 

! = √$ ∗ & + (/$
*!& = $ ⋅ &/√$ ∗ & + (

 

where R is the radiance of a pixel and the constants a and b are given in Table 1.  

 

Examples of calculated spectra, where the forward model (see section D.1) employs these 

values are given in Figure 3 and Figure 4 for two different geophysical scenarios (section 

C). 

 

 NIR SWIR1 SWIR2 

Window lower 
wavelength [µm] 0.747 1.59 1.99 

Window upper 
wavelength [µm] 0.773 1.625 2.09 

Pixel step width [µm] 0.0318E-3 0.0955E-3 0.167E-3 

ILS FWHM [µm] 0.10E-3  0.30E-3 0.55E-3 

Noise slope (a) 4.47E-15 2.29E-14 3.91E-14 

Noise base (b) 1.6054E5 3.33297E5 3.23636E5 

Table 1: Spectral windows of simulated instrument. ILS width denotes the width of a Gaussian instrumental slit function.  
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Figure 3: Modelled spectra for geophysical scenario case 1, employing a BRDF for soil, total AOD 0.07 and a SZA 30°. 
The lower panels show the respective signal-to-noise ratios. 

Figure 4: Modelled spectra for geophysical scenario case 3, assuming a Lambertian albedo for vegetation, total AOD 0.3 
and SZA 60°. The lower panels show the respective signal-to-noise ratios. 
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C Geophysical scenarios 
Following the study conducted by SRON, the same geophysical scenarios are used with the 

UoL-FP algorithm to allow a direct comparison for the individual scenarios. Three different 

cases of aerosol distributions (see Table 2) are studied for different surface Lambertian 

albedos (henceforth denoted as albedo), soil and vegetation, and two different solar zenith 

angles (SZA) at 30° and 60°. Since each aerosol case includes 5 different aerosol loadings, 

the study consists of a total of 60 different scenarios. The same, standard atmospheric 

profiles where used for all scenarios (see Figure 5). 

The aerosol optical parameters for aerosols are derived from a database look-up table 1 

which has been calculated originally for AERONET and is also used in the RemoteTeC 

retrieval. Assumed is a bimodal, log-normal aerosol size distribution. The default values are 

given in Table 3, and resulting optical properties at respective wavelengths are depicted in 

Figure 6 and 7. 

Here, we use the same database of aerosol optical properties as SRON for the RemoteTeC 

retrieval. Thus, the microphysical properties are translated to the same optical properties 

(extinction, scattering, scattering matrices, and wavelength dependencies etc) as used in 

the RemoteTeC retrieval. 

 



   

 
286 

 

 

Figure 5: Standard atmosphere used in all geophysical retrieval setups.  
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Aerosol Profile Fine / Boundary Layer Coarse / Free troposphere 

 AOD Height 
[km] 

Width 
[km] AOD Height 

[km] 
Width 
[km] 

Case 1 
Boundary Layer 

0.05, 0.1, 
0.15, 0.25, 

0.5 
1 2 0.02 1 2 

Case 2 
Upper 
Troposphere 

0.2 1 2 
0.02, 0.04, 
0.06, 0.1, 

0.15 
8 2 

Case 3 
Middle 
Troposphere 

0.2 1 2 
0.02, 0.04, 
0.06, 0.1, 

0.15 
4 2 

Table 2: Aerosol profile setup for the different geophysical scenarios. A Gaussian profile is assumed for each aerosol at 
a certain AOD, height and width. For the fine aerosol, the effective mean radius of the aerosol size distribution (Reff) also 
differs for case3. 

 
 
 
 
Aerosol 
properties  Fine Coarse 

reff  Case 1: 0.12 
Case 2,3: 0.2 1.6 

veff  0.2 0.6 

Refractive index 
(real, imaginary) 0.774µm 1.5, 1E-7 1.53, 2.7E-3 

Refractive index 
(real, imaginary) 1.675µm 1.5, 1E-7 1.38, 1.7E-3 

Refractive index 
(real, imaginary) 2.096µm 1.5, 1E-7 1.25, 2.3E-3 

Fraction of spheres  100% 5% 

Table 3: Properties of default aerosols types used in the geophysical scenarios 
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Figure 6: Extinction, scattering and singe scattering albedo coefficients for default aerosol types in the geophysical 
scenarios. Fine12 denotes the fine aerosol type used in cases 1 & 2, whereas Fine3 denotes the fine aerosol type employed 
in case 3. 

Figure 7: Scattering matrices for default aerosol types in the geophysical scenarios. Fine12 denotes the fine aerosol type 
used in cases 1 & 2, whereas Fine3 denotes the fine aerosol type employed in case 3.  



   

 
289 

D General retrieval scheme 
The UoL-FP retrieval employs a different aerosol retrieval scheme than the RemoTeC 

retrieval and cannot readily process the a priori information provided by the MAP instrument. 

In this section, first the standard UoL retrieval setup is described in D.1 and information 

given of the characteristics of the MAP a-priori information (D.2)). 

Section D.3 provides a detailed description of how these challenges are overcome, namely 

the construction of an ensemble of spectra which reflects the distribution of atmospheric 

states as given by the MAP a-priori information. 

 

D.1) UoL-FP retrieval scheme 
 

 

The UoL-FP retrieval scheme has been detailed in 3–5. In a nutshell, it employs an iterative 

approach consisting of forward modelling a spectrum, comparing to measured values and 

adapting the parameters of the model’s state vector until a best fit is obtained. It retrieves 

XCO2 from a simultaneous fit of the near-infrared O2-A Band spectrum at 0.76 μm and the 

CO2 bands at 1.61 and 2.06 μm. It is based on an iterative retrieval scheme using Bayesian 

optimal estimation to determine a state vector x combined of a set of 

atmospheric/surface/instrument parameters. The main components of the algorithm are a 

forward model and inverse method. The forward model describes the physics of the 

Figure 8: Schematic of the UoL-Retrieval scheme.  
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measurement process and describes radiances for a state vector x. It consists of a radiative 

transfer (RT) model coupled to a model of the solar spectrum to calculate the monochromatic 

spectrum of light that originates from the sun, passes through the atmosphere, reflects from 

the Earth‘ surface or scatters back from the atmosphere, exits at the top of the atmosphere 

and enters an instrument. The top of atmosphere (TOA) radiances are then passed through 

the instrument model to simulate the measured radiances at the spectral resolution (see 

Figure 8). 

The UoL full physics retrieval employs two aerosol particles types and atmospheric profiles 

to estimate aerosol scattering, which can be roughly categorized as a small/fine and 

large/coarse particle (with large and small Ångström coefficients). The combination of these 

two types allows to mitigate the effect of radiative scattering in greenhouse gas retrievals 4. 

Previously, the two aerosols employed in the UoL FP had fixed optical properties. They 

consisted of a small, carbonaceous, sooty continental mixture and a large, carbonaceous, 

dusty continental mixture as described in 6 called mixture 5b and 2b respectively. Both 

particles were assigned an a priori Gaussian-shaped profile of a certain aerosol optical depth 

(AOD), height, width. Here, we used these fixed aerosol properties as a baseline retrieval 

assuming that no further information of the optical aerosol properties is available. In current 

UoL-FP retrievals of XCO2, observation dependent aerosol types and profiles are employed 

to achieve a more realistic a-priori properties and profiles. Aerosol fields as modelled by 

MACC/CAMS provide the basis for the small and large aerosol types used in the retrieval of 

satellite observations.  

It is important to note that the UoL-FP retrieval is set up to retrieve only certain aerosol profile 

parameters, here Gaussian shapes, of a number of different aerosol types with fixed aerosol 

micro-physical and corresponding optical properties. That is to say, the true optical path in 

the atmosphere is estimated by adjusting the different aerosol profile shapes and not the 

type optical properties. This is one of the major differences to the RemoTeC algorithm used 

in other parts of the CO2 sizing study. 
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D.2) MAP a priori information 
The aim of this work package is to assess the improvements in retrieval performance by 

employing the MAP instrument a priori information. Assuming that the MAP instrument 

correctly predicts the mean aerosol parameters, errors in the CO2 retrieval are determined 

by mapping the MAP a priori covariances to retrieved CO2 values.  

The MAP instrument provides a priori information and error covariance matrices for a 

number of profile parameters and aerosol micro-physical properties. In the following, the 

MAP instrument or MAP a priori information always refers to aerosol information as 

measured by the MAP instrument (MAP-mod) with a radiometric error=3% and DLP 

error=0.3%. Employed are MAP-mod covariance matrices as provided by SRON for the 

individual geophysical scenarios. 

The information yielded by the MAP instrument consists of two aerosol profiles with 

respective optical properties of associated aerosol types. This includes a fine/small aerosol 

type fixed to the boundary layer [BL], and a coarse/large aerosol type which can also be 

present in the free troposphere [FT], see also geophysical scenarios in section C. The fine 

aerosol type mostly consists of spherical particles with inorganic characteristics and may 

include black carbon, whereas the coarse type includes mostly non-spherical, dusty particles 

and consists only on the order of 5% of spherical particles. 

Micro-physical information provided for the individual aerosols are  

• Refractive index, described as the sum of two refractive indices with a certain 

weighting coefficient, called r_1 and r_2 respectively (see Table 4).  

• Effective radius of size distribution [reff] 

• Effective variance of size distribution [veff] 

• Fraction of spheres [frac] - only coarse aerosol: percentage of spherical particles 

(~5% with the rest being non-spherical dust) 

Information on gaussian aerosol profiles are given as  

• total aerosol optical depth [AOD] 

• height [z], only coarse aerosol 

Note that width of the gaussian profile is always fixed to 2km, and height for boundary layer 

aerosol (fine) is also fixed to 1km.  

Figure 9 depicts the correlation matrix calculated from mean MAP covariance matrices for 

the geophysical scenario case 2. It is obvious that strong correlations and anti-correlations 

exist between some of the parameters. The number of parameters for coarse aerosol are  
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higher than for fine aerosols, because of the it includes gaussian profile height (z) and 

fraction of spheres (frac) not retrieved for fine aerosols. 

Here, we use the same database of aerosol optical properties as SRON for the RemoTeC 

retrieval, which has been calculated originally for AERONET1. Thus, the microphysical 

properties are translated to the same optical properties (extinction, scattering, scattering 

matrices, and wavelength dependencies etc) as used in the RemoTeC retrieval. 

 

Refractive indices (real, imaginary) 

Type inorganic black carbon dust 

Fine Aerosol r1 r2  

Coarse Aerosol r2  r1 

wavelength    

0.774µm 1.5, 1E-7 1.75, 0.7 1.53, 2.5E-3 

1.675µm 1.5, 1E-7 1.8, 0.7 1.38, 1.7E-3 

2.096µm 1.5, 1E-7 1.81, 0.7 1.25, 2.3E-3 

Table 4: Refractive indices for used aerosol types. Fine aerosol r1 and r2 correspond to inorganic and black carbon, 
whereas coarse aerosol r1 and r2 correspond to dust and inorganic, respectively. See also Figure 9. 
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Figure 9: Correlation matrix calculated for the mean MAP covariance matrices for the geophysical scenarios case 2. 
Correlation instead of covariance has been chosen to better highlight the interaction between parameters of different 
physical scales. Green dots mark a-priori information which can readily be processed by the UoL-FP retrieval, whereas 
information under red crosses can only be used after modification of the retrieval algorithm itself (see section D.3). 
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D.3) Describing the atmospheric state via ensemble of spectra 
The main complication when directly applying the MAP instrument covariances to the UoL-

FP retrieval arise from the different treatment of aerosol optical properties. Whereas most 

aerosol profile information, i.e. the AOD, height and width of the Gaussian profile agrees 

between the MAP-mod and the UoL FP, aerosol optical parameters of the individual types 

as provided by MAP are not part of the state vector in the UoL-FP retrieval. Furthermore, 

the UoL-FP retrieval assumes that a priori information of the aerosol profiles is not correlated 

between profiles of different aerosol types.  

Figure 9 depicts all a-priori information with green dots marking errors and covariances 

which can be readily processed. Information under the red cross could only by used after 

modifications to the UoL-FP retrieval algorithm, which is not feasible in the scope of this 

study. In the following, the chosen approach is described which enables the use of the 

additional aerosol information content (unmarked in Figure 9) of the MAP instrument without 

significant changes to the UoL-FP retrieval algorithm. 

In order to take the MAP information into consideration, an ensemble of spectra is created 

which describes the variability of the atmospheric state for each individual scenario. 

Eigenvalue decomposition is used (Section D.3.1) to represent existing correlations 

between parameters in the MAP covariance matrix. The so generated set of independent 

observable states of the atmosphere is then fed to the UoL-FP forward model to generate 

an ensemble of spectra (Section D.3.2).  

It must be noted that the following approaches and studies focus on the estimation of the 

impact of a-priori information on aerosol optical properties, because the impact of a-priori 

information on aerosol profile can be readily be estimated with the UoL-FP.  
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D.3.1) Eigenvalue decomposition of covariance matrix 
An eigenvalue decomposition of the covariance matrix yields independent sets of aerosol 

error parameters (see 7, chapter 3). In this way, the observed correlations in the covariances 

matrix can be addressed as independent sets of errors. In a nutshell, a covariance matrix S 

can be diagonalized, i.e. finding eigenvalues λ and -vectors l so that *,! = -!,! 

 

* =.-!
!

,!,!" =./!/!"

!
; 	/! = -!

#
$,!; 	2% =./!

!
 

where ei corresponds to orthogonal vectors aka error patters, which can be added to obtain 

the total error. The approach is illustrated in Figure 10 for the simple case of two correlated 

errors x, y.  

 

The so generated error patterns include aerosol profile and optical parameter information. 

Whereas parts of the error patterns containing profile information (coarse AOD, coarse 

* = 31.0 0.5
0.5 1.08

9 = 3 0.71 0.71
−0.71 0.718

< = [0.5 1.5]

 

 
Covariance Matrix S  
Eigenvector matrix L (columns) 
eigenvalues Λ 
 

 

 
Figure 10: Illustration of correlated errors and eigenvalue decomposition. Left: A covariance matrix S of errors x,y can be 
expressed as eigenvalues and -vectors. Right: Graphical interpretation, with correlated errors corresponding to S as solid 
line, uncorrelated errors (non-diagonal entries = 0) as a dashed line. The arrows correspond to the eigenvectors with 
respective length of eigenvalues. 
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height [z], fine AOD) can be supplied directly to the retrieval, variations in optical parameters 

need to be assessed in a different manner.  

  

D.3.2) Generation of spectra ensemble for individual scenes 
The main challenges in the assessment of the impact of MAP a-priori information employing 

the UoL-FP algorithm results from the differing treatment of aerosol optical properties and 

their correlations as provided by the MAP instrument, as has been outlined in the previous 

sections. 

Using the MAP a-priori information for each individual geophysical scenario, an ensemble 

of spectra is calculated which corresponds to the uncertainty in the atmospheric states as 

described with the aerosol properties: 

Eigenvalue decomposition of the MAP a-priori covariance matrix is used to derive a new set 

of independent aerosol parameter values. Together with the default setup parameters (see 

Table 5) for the modelled spectrum R0 of the respective covariance matrix, a set of 

observations/spectra Rp,i can be modelled which describe the scene including in all relevant 

aerosol optical property uncertainties ei. 

&&,±! = &) ± /! 

The baseline properties R0 for each scenario are given in Table 5. 

This entails that the number of spectra to be evaluated increases by a factor of 18 (= 9 error 

patterns from the 9 aerosol optical parameters *2 to allow for positive and negative 

perturbation of the default value), leading to a total number of 1080 of spectra to be 

evaluated for 60 scenarios (20 scenarios in each geophysical case). 

Because each individual perturbed spectrum belonging to a certain scenario is independent, 

the sum of their retrieval results yields the bias for the retrieval of the scenario within the 

boundaries spanned by the respective space of aerosol optical properties. 

An example of the different aerosol optical extinction profiles is presented in Figure 11, which 

depicts the changes in extinction with wavelength for Case 3, albedo vegetation, SZA 60° 

and total AOD of 0.35. Differences induced by the different EPs are in general more 

pronounced for coarse aerosol than for fine aerosol. 

 

Figure 12 depicts an example of the so generated ensembles for the scenario of Case 1, 

albedo: Vegetation, SZA 60° and a fine aerosol AOD 0.5. 
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Aerosol Parameter Geophysical Scenarios 

  Case 1 Case 2 Case 3 

coarse aod 0.02 variable 

 frac 0.05 0.05 0.05 

 r_1 1 1 1 

 r_2 0 0 0 

 Reff [µm]  1.6 1.6 1.6 

 Veff [µm] 0.6 0.6 0.6 

 w [km] 2 2 2 

 z [km] 1 8 4 

fine aod variable 0.2 0.2 

 frac 1 1 1 

 r_1 1 1 1 

 r_2 0 0 0 

 Reff [µm] 0.12 0.12 0.2 

 Veff [µm] 0.2 0.2 0.2 

 w [km] 2 2 2 

 z [km] 1 1 1 

Table 5: Baseline properties R0 for generation of spectral ensembles. For a description of individual parameters please 
refer to Section D.2. 
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D.3.3) Calculation of bias from spectra ensemble 
The bias is the mean of the differences between retrieved XCO2 for the different simulations 

for the distribution of aerosol states as described by the MAP covariance matrix and the true 

value (390ppm). The spectra in the ensemble are generated from an independent set of 

parameters, i.e. correlations from the covariance matrix are taken into account employing 

eigenvalue decomposition. Therefore, the bias can be calculated from retrieved values of 

each individual spectrum by simply taking the mean. 

⟨ABC$⟩ = 1 EF  .ABC$!

*

− 390JJK 

with n denoting the individual spectra and respective retrievals. The standard deviation of 

the retrieved parameters is used as an indication of the uncertainty of the bias.  In case that 

the retrieval does not converge for individual spectra of the ensembles, these values are 

omitted in calculation of mean bias and standard deviation. 

 

 

 

 

Figure 11: Different aerosol optical extinctions generated with respective error patterns (EPs) at the example of Case3, 
albedo vegetation, SZA 60°, fine aerosol AOD 0.2, coarse aerosol AOD 0.15. Please note that the total extinction has 
been normalized to the NIR window for all aerosol types to highlight the different wavelength dependencies of the 
aerosols. 



 

       
 

 

Figure 12: Visualization of an ensemble of spectra at the example of Case 1, BRDF: Vegetation, SZA 60° and a fine aerosol AOD 0.5. The range of spectra encountered by the 
perturbations is highlighted as blue envelope. 
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E Retrieval setups with different degrees of a-priori 
information 
As outlined in section D.1, the standard UoL-FP retrieval employs two aerosol retrieval types 
and atmospheric profiles to estimate aerosol scattering. Both are assumed to consist of a 
small/fine and large/coarse particle (with large and small Ångström coefficients) and a 
Gaussian profile at height, width and AOD as modelled in the Geophysical Scenarios 
(section C). The true aerosol profile and optical properties are therefore estimated as the 
linear combination of both profile and properties as an “effective aerosol load”.  

It is obvious that the aerosol approach using two fixed aerosol retrieval types only acts as 
an estimation for aerosol-related biases for the scenarios studied. Here, differing aerosol 
optical properties and profiles are assessed, and the use of only two aerosol types with fixed 
optical properties can only act as an approximation. Retrieval setups BASE (E.1) and MEAN 
(E.2) employ this two-aerosol approach. To better capture the true variations in aerosol as 
described in the MAP a-priori covariance matrix, a four-aerosol retrieval has been setup 
(VAR, E.3) that better approximates the full variability of the atmospheric states. 

 

E.1) Baseline retrieval without using any information of 
aerosol properties [BASE] 
In this baseline approach [BASE] it is assumed that no information on aerosol optical 
properties are available. The Geophysical scenarios are therefore all evaluated with two, 
fixed aerosol types. They consisted of a small, carbonaceous, sooty continental mixture and 
a large, carbonaceous, dusty continental mixture as described in 6 called mixture 5b and 2b 
respectively. These aerosol types were chosen because they have been successfully used 
in previous operational GOSAT products and constitute aerosol mixtures with the largest 
and smallest Ångström coefficients in 6. In order to map all dimensions of the aerosol optical 
properties information given in by the MAP instrument, retrievals are run on all perturbed 
spectra for each scenario (see section D.3.2). Both retrieval types were assigned the true a 
priori Gaussian-shaped profile (aerosol optical depth (AOD), height, width) for fine and 
coarse aerosol, respectively. 

 

E.2) Mean aerosol type is known [MEAN] 
The BASE retrieval provides only a worst-case picture of retrieved results for the 
geophysical scenarios. It is more realistic to assume that at least some aerosol a-priori 
information would be available, e.g. by modelling of aerosol fields, ground based 
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observations or other space born instruments. Here, the assumption is made that the mean 
aerosol optical properties and profile are known from MAP – which correspond to the 
parameters used to calculate the unperturbed spectra for each scenario. Each scenario is 
evaluated by using these mean aerosol parameters in the retrieval of all perturbed spectra 
for the respective scenario.  

 

Figure 13 depicts an extinction profiles for BASE and MEAN retrievals for the example of 
Case3. The profile has been normalized to values in the NIR window in order to highlight 
the wavelength dependencies of the different aerosol types. Clearly, the BASE fine aerosol 
type is not well adjusted to the mean fine aerosol properties for all scenarios. The coarse 
aerosol however shows quite a good agreement in terms of the wavelength dependencies 
of the extinction coefficient. 

 

E.3) Retrieval with variable aerosol types [VAR] 
As described in the previous section, the standard UoL-FP retrieval employs two aerosols 
types. To better exploit the MAP aerosol information with the UoL-FP retrieval we use four 
aerosol types instead of two in the retrieval. This allows to better match the encountered 
variability in the aerosol optical properties in the MAP aerosol information. Basically, the 
respective fine and coarse aerosol type are described by two aerosol types in the boundary 

 
Figure 13: BASE and MEAN aerosol retrieval setup at the example of  the extinction profiles for Case 3. Please note 
that the total extinction has been normalized to the NIR  window for both aerosol types. In this way, the different 
wavelength dependencies of the aerosols becomes apparent. 
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layer and the free troposphere which encompass the encountered variability in the aerosol 
parameters.  

This extended retrieval therefore has two aerosol types in the boundary layer (fine aerosol) 
and two in the free troposphere (coarse aerosol) depending on the respective geophysical 
scenario. The aerosol optical parameters need to allow for a sufficient degree of freedom to 
encompass the aerosol variations in individual scenarios, but still match the information from 
MAP instrument. To this end, the maximum uncertainty of the microphysical parameters 
(given by the diagonal elements of the covariance matrix) are used to create the respective 
fine and coarse aerosol properties and find a set of fine and coarse aerosols with the 
maximum and minimum Ångström coefficient.  

These parameter sets are specific for each individual scenario. The advantage is that a) the 
whole ensemble of spectra for an individual scenario is still evaluated with a constant set of 
aerosol retrieval types, which is consistent with the other retrieval setups; and b) that it 
resembles an approach which could directly be reproduced for measured spectra and their 
respective MAP information without changing the retrieval algorithm. 

Figure 14 shows an example of how the respective minimum and maximum aerosol type 
encompass the mean aerosol type. The NIR window seems to only depict the mean curves 
because of the normalization to that window. Note that the respective distributions of aerosol 

Figure 14: Aerosol retrieval setup VAR at the example of Case3, BRDF vegetation, SZA 60°, fine aerosol AOD 0.2, 
coarse aerosol AOD 0.15. Please note that the total extinction has been normalized to the NIR  window for all aerosol 
types to highlight the different wavelength dependencies of the aerosols. The shaded area shows the range of 
extinctions spanned by the respective aerosol types with min.-max. Ångström coefficient. 
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properties used to construct the ensemble of spectra is depicted in Figure 11. Although the 
range in Figure 14 is much wider for the coarse aerosol, the objective of constructing an 
envelope for all true aerosol properties is fulfilled.  
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F Results and discussion 
The resulting biases for all retrieval setups are shown in Figure 15, which depicts the range 
of encountered results in [-5, 10] ppm XCO2 as well as a closer look in [-2, 2] ppm XCO2. 
The latter highlights actual results of interest and the difference between MEAN and VAR 
retrieval setups. The respective distribution of individual results from the ensembles are 
given in Figure 16, which also provides a zoom to the interval [0, 2] ppm XCO2. All plotted 
values are also given in Table 6. 

Results from the individual retrievals of spectra for all ensembles are shown in Appendix A. 

 

F.1) Results BASE retrieval setup 
The results from the BASE setup highlight the need for using appropriate aerosol optical 
properties. Unacceptable high biases are encountered at higher AODs and in some cases 
(e.g., Case2 with an albedo for vegetation) for all retrievals. 

This is not surprising, since the aerosol optical properties are quite different for both, fine 
and coarse aerosol types, e.g., comparing Figure 13 showing the extinction properties of 
aerosols used in the retrieval with the ones employed in constructing the ensemble of 
spectra (Figure 11), it is obvious that greater differences are present. Especially the fine, 
boundary layer aerosol used in the retrieval exhibits a much smaller Ångström coefficient 
(equivalent to lesser reduction of extinction with increasing wavelength) than the ones used 
in generating the spectra ensemble. This feature is not as prominent for the coarse, free 
tropospheric aerosol.  

For operational retrievals, some a-posteriori filtering would be used to remove these biased 
retrievals. However, that means also that only a small subset of spectra in the ensemble 
would pass that filter and the number of observed scenes would be greatly reduced. This is 
especially true for scenes of interest for the space mission and studying the carbon cycle, 
like vegetated areas in the northern hemisphere (e.g. albedo vegetation, higher SZA 60°). 

 

F.2) Results MEAN retrieval setup 
Observed biases for retrievals applying the MEAN aerosol show a good agreement in most 
cases (<1ppm XCO2 bias) and even yield results meeting the threshold criteria (<0.1% or 
0.39ppm XCO2) for geophysical scenarios case 1. However, results for geophysical 
scenarios case 2 and 3 show biases above 0.1% XCO2 for higher AODs (>0.25). Although 
these biases are still small, one can observe greater standard deviations for the results in 
each ensemble (Figure 16). For cases 2 and 3, these standard deviations can range up to 
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6ppm XCO2 and indicate that this retrieval setup is not suitable to capture the whole range 
of predicted aerosols distributions, even if the mean state of the distribution is known.  

Therefore, even mean aerosol optical properties are known via other sources, e.g. models, 
the retrieval with MEAN setup cannot capture the full distribution.  

 

F.3) Results VAR retrieval setup 
The retrieval setup VAR yields very good results. The bias calculated for almost all 
ensembles remains below the threshold of 0.1% (0.39ppm) XCO2. Case 1 shows a very 
small bias for all AODs (~0.15 ppm XCO2), which shows no significant dependence on true 
total aerosol AOD. Bias for Case 2 shows greater variation and can breach the threshold in 
case of vegetation albedo, but remains always below an absolute bias of 1ppm XCO2. 
Results for Case 3 meet the threshold requirements. In all cases, the observed standard 
deviation of individual results in the ensemble are small (< 0.1% XCO2) and compare very 
well against the other retrieval setups. 

In the scenarios for Case2, albedo vegetation, the VAR retrieval setup shows some 
deficiencies compared to its performance in the other scenarios. In general, a trend can be 
observed where for Case 2 and Case 3 where the results show a positive bias for low total 
aerosol AODs, which decreases as the total aerosol load in the scenarios increases. 
Because the fine aerosol load is kept fixed when generating the spectra ensemble, this may 
indicate that the approach does not fully capture the true aerosol optical properties of the 
fine, boundary layer aerosol leading to a certain bias best observed at low coarse, free 
tropospheric aerosol load. Observed anti-correlation of bias with increasing total aerosol 
AOD for case 2 and 3 indicate anti-correlation of bias with coarse aerosol AOD. This feature 
becomes more prominent the higher the aerosol layer in altitude (case 2 vs case 3) and less 
light is reflected from the ground (albedo soil vs vegetation). 

One has to keep in mind that the chosen approach was born out of the necessity to merge 
the MAP a-priori information with the UoL-FP retrieval rather than adapting the retrieval code 
itself to make use of the a-priori information. Therefore, these results must be understood 
as an upper limit because the retrieval algorithm itself has not been adjusted to make full 
use of the a-priori information. Nevertheless, the results are very promising and highlight the 
potential of employing improved a-priori information.  
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Figure 15: Resulting biases for all geophysical scenarios and retrieval setups, with bias as retrieved - true XCO2  

(390ppm). The top panel depicts the calculated bias in the range of [-5, 10] ppm XCO2 in order to show encountered 
values. The bottom panel highlights the range of  [-2, 2] ppm XCO2, which allows to study actual ranges of interest and 
the differences between MEAN and VAR. The dotted horizontal line marks ±0.1% (0.39 ppm) XCO2. 
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Figure 16: Standard deviation of retrieved XCO2 values for the respective ensemble. The top figures show the full 
encountered range, the bottom panel depicts the interval of [0, 2] ppm XCO2. The dotted line represents 0.1%  = 0.39 
ppm XCO2 of the true value . 
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Table 6: Tabulated results for the different geophysical scenarios and retrieval setups. Bias refers to the mean 
retrieved XCO2 for respective ensemble minus 390ppm XCO2, standard deviation to the encountered standard 
deviation of results. 

 

 

Case BRDF SZA total	AOD Bias	[ppm] std	[ppm] Bias	[ppm] std	[ppm] Bias	[ppm] std	[ppm]
Case1 soil 30 0.07            -1.715E-01 2.288E-02 -2.790E-02 6.380E-02 1.375E-01 5.483E-02

0.12            -3.630E-01 2.533E-02 -2.802E-02 7.155E-02 1.481E-01 6.212E-02
0.17            -9.245E-01 4.671E-02 -3.022E-02 7.832E-02 1.522E-01 6.854E-02
0.27            -1.466E+00 4.439E-02 -3.438E-02 8.873E-02 1.485E-01 8.187E-02
0.52            -3.150E+00 6.221E-01 -3.603E-02 1.332E-01 1.194E-01 1.116E-01

60 0.07            2.489E-01 4.066E-02 -5.616E-02 1.237E-01 1.921E-01 6.466E-02
0.12            3.046E-01 5.573E-02 -5.589E-02 1.318E-01 1.989E-01 6.456E-02
0.17            3.293E-01 5.578E-02 -5.430E-02 1.404E-01 2.205E-01 6.868E-02
0.27            7.156E-01 5.627E-02 -5.238E-02 1.563E-01 2.251E-01 6.975E-02
0.52            3.763E+00 1.314E-01 -4.980E-02 1.776E-01 2.171E-01 6.819E-02

veg 30 0.07            4.560E-01 9.850E-02 -8.186E-02 1.844E-01 1.807E-01 8.326E-02
0.12            1.198E+00 1.566E-01 -8.407E-02 1.963E-01 1.917E-01 1.053E-01
0.17            1.330E+00 1.171E-01 -8.557E-02 2.066E-01 1.951E-01 1.261E-01
0.27            1.339E+00 1.094E-01 -8.552E-02 2.194E-01 1.827E-01 1.661E-01
0.52            2.283E+00 1.865E-01 -8.184E-02 2.905E-01 1.256E-01 1.882E-01

60 0.07            1.366E+00 1.737E-01 -9.635E-02 2.250E-01 2.498E-01 8.499E-02
0.12            2.509E+00 2.953E-01 -9.938E-02 2.439E-01 2.544E-01 9.567E-02
0.17            2.987E+00 2.350E-01 -9.496E-02 2.587E-01 2.767E-01 1.030E-01
0.27            9.168E+00 3.102E-01 -8.305E-02 2.869E-01 2.793E-01 1.000E-01
0.52            2.028E+01 4.989E-01 -7.317E-02 3.301E-01 2.590E-01 8.745E-02

Case2 soil 30 0.22            -1.554E-01 2.920E-01 -2.148E-01 5.315E-01 5.442E-01 1.647E-01
0.24            4.927E-01 3.701E-01 -3.803E-01 8.432E-01 3.112E-01 1.621E-01
0.26            1.285E+00 4.206E-01 -5.023E-01 1.029E+00 1.603E-01 1.946E-01
0.30            2.629E+00 5.271E-01 -7.661E-01 1.387E+00 -4.242E-02 2.577E-01
0.35            4.034E+00 8.443E-01 -8.072E-01 1.371E+00 -1.275E-01 2.720E-01

60 0.22            7.497E-01 3.933E-01 -2.138E-01 5.002E-01 5.041E-01 1.630E-01
0.24            1.523E+00 5.700E-01 -3.783E-01 8.929E-01 5.373E-01 1.860E-01
0.26            2.211E+00 8.754E-01 -4.857E-01 1.076E+00 4.391E-01 1.901E-01
0.30            3.095E+00 1.293E+00 -6.591E-01 1.411E+00 3.187E-01 1.880E-01
0.35            3.759E+00 1.470E+00 -1.258E+00 2.073E+00 1.609E-01 1.714E-01

veg 30 0.22            2.202E+00 5.499E-01 -4.762E-01 1.174E+00 7.865E-01 2.251E-01
0.24            3.165E+00 9.312E-01 -7.259E-01 1.655E+00 -3.602E-02 2.580E-01
0.26            3.829E+00 9.739E-01 -7.803E-01 1.864E+00 -4.989E-01 3.197E-01
0.30            5.157E+00 1.471E+00 -1.103E+00 2.618E+00 -7.601E-01 3.420E-01
0.35            6.520E+00 1.905E+00 -1.007E+00 2.061E+00 -9.035E-01 3.563E-01

60 0.22            4.001E+00 1.006E+00 -3.893E-01 9.413E-01 4.454E-01 1.363E-01
0.24            4.719E+00 1.367E+00 -4.839E-01 1.223E+00 2.827E-01 1.137E-01
0.26            6.516E+00 3.652E+00 -7.143E-01 1.703E+00 -8.793E-02 1.721E-01
0.30            1.187E+01 5.017E+00 -2.370E+00 4.254E+00 -5.477E-01 2.200E-01
0.35            1.481E+01 5.647E+00 -3.433E+00 5.143E+00 -1.003E+00 4.015E-01

BASE MEAN VAR
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F.4) Comparison with results obtained with the RemoteTeC 
algorithm 
Results for the geophysical scenarios using the RemoTeC algorithm have been described 
elsewhere (e.g., see presentation by Stephanie Ruesli during progress meeting on May 30th 
2018). Table 7 compares the range of errors obtained with a linear error approximation with 
the RemoTeC algorithm with the standard deviation of respective UoL retrieval scenario. It 
can be observed that error ranges of the UoL retrievals are comparable to RemoTeC for 
many cases, but certain systematic deviations occur. Whereas the error by RemoTeC varies 
around 0.1% XCO2 without much dependencies on the scenarios, one can observe several 
trends for the UoL retrievals. For Case 1, all UoL retrieval setup show a similar or lower 
range of errors than RemoTeC. The BASE and MEAN setups show highly increased ranges 

Table 6, continued: Tabulated results for the different geophysical scenarios and retrieval setups. Bias refers to the mean 
retrieved XCO2 for respective ensemble minus 390ppm XCO2, standard deviation to the encountered standard deviation 
of results. 

 

 
 

BASE MEAN VAR
Case BRDF SZA total	AOD Bias	[ppm] std	[ppm] Bias	[ppm] std	[ppm] Bias	[ppm] std	[ppm]

Case3 soil 30 0.22            2.423E-02 2.147E-01 -6.879E-02 1.887E-01 3.224E-01 1.016E-01
0.24            2.685E-01 2.136E-01 -1.246E-01 3.097E-01 4.340E-01 1.524E-01
0.26            6.565E-01 2.202E-01 -1.664E-01 3.859E-01 4.725E-01 1.721E-01
0.30            1.326E+00 4.031E-01 -2.190E-01 5.785E-01 5.145E-01 1.927E-01
0.35            2.128E+00 4.665E-01 -2.564E-01 6.357E-01 4.661E-01 1.891E-01

60 0.22            -2.703E-01 1.821E-01 -2.275E-01 5.388E-01 2.709E-01 1.020E-01
0.24            2.651E-01 3.760E-01 -2.987E-01 7.069E-01 2.341E-01 1.265E-01
0.26            5.816E-01 4.280E-01 -3.916E-01 8.488E-01 2.301E-01 1.380E-01
0.30            1.227E+00 5.512E-01 -4.774E-01 1.038E+00 1.879E-01 1.560E-01
0.35            1.988E+00 7.344E-01 -6.700E-01 1.150E+00 1.664E-01 1.357E-01

veg 30 0.22            3.845E-01 8.202E-01 1.045E-02 9.594E-02 3.719E-01 1.087E-01
0.24            5.683E-01 2.847E-01 1.030E-02 1.397E-01 2.319E-01 1.270E-01
0.26            9.483E-01 3.751E-01 -2.720E-02 1.595E-01 2.159E-01 1.191E-01
0.30            1.689E+00 5.794E-01 -5.266E-02 6.709E-01 1.652E-01 1.421E-01
0.35            2.664E+00 8.786E-01 -1.979E-01 9.303E-01 3.583E-02 1.737E-01

60 0.22            -3.492E-01 6.188E-01 -4.600E-01 9.902E-01 2.900E-01 9.720E-02
0.24            3.665E-02 7.414E-01 -6.392E-01 1.406E+00 1.601E-01 9.841E-02
0.26            1.097E+00 1.093E+00 -7.608E-01 1.638E+00 1.169E-01 1.229E-01
0.30            2.545E+00 1.271E+00 -1.000E+00 2.087E+00 -1.089E-01 1.587E-01
0.35            3.973E+00 1.674E+00 -1.497E+00 2.882E+00 -2.870E-01 2.144E-01
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for Case 2 and Case 3, especially at conditions with increased sensitivity to aerosols like 
albedo vegetation and SZA of 60°. The standard deviation of VAR retrieval does not exceed 
0.1% XCO2 and remains commonly about a factor 2 - 3 below ranges observed with 
RemoTeC.  

It is difficult explain the observed differences between RemoTeC and the VAR setup without 
further tests. This is especially true given the differences in retrieval methods. One could 
speculate that the covariances in the VAR setup overly constrained the aerosol profile. 
Although this setup provides a good adaptation of the a-priori information to the UoL 
retrieval, some deficiencies remain due to its experimental nature.  

However, the relative ranges of the different retrieval setups (BASE > MEAN > VAR) together 
with the same order of magnitude with the RemoTeC errors highlight the use of the additional 
a-priori information of the MAP instrument.  
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Albedo SZA Retrieval Case 1 Case 2  Case 3 

Soil 30 RT 0.08 – 0.11 0.07 – 0.10 0.06 – 0.08 

  UoL BASE 0.01 - 0.16 0.07 - 0.22 0.05 - 0.12 

  UoL MEAN 0.02 - 0.03 0.14 - 0.36 0.05 - 0.16 

  UoL VAR 0.01 - 0.03 0.04 - 0.07 0.03 - 0.05 

 60 RT 0.08 – 0.16 0.09 – 0.13 0.09 – 0.12 

  UoL BASE 0.01 - 0.03 0.10 - 0.38 0.05 - 0.19 

  UoL MEAN 0.03 - 0.05 0.13 - 0.53 0.14 - 0.29 

  UoL VAR 0.02 - 0.02 0.04 - 0.05 0.03 - 0.04 

Vegetation 30 RT 0.09 – 0.15 0.08 – 0.10 0.10 – 0.13 

  UoL BASE 0.03 - 0.05 0.14 - 0.49 0.07 - 0.23 

  UoL MEAN 0.05 - 0.07 0.30 - 0.67 0.02 - 0.24 

  UoL VAR 0.02 - 0.05 0.06 - 0.09 0.03 - 0.04 

 60 RT 0.10 – 0.17 0.10 – 0.11 0.10 – 0.13 

  UoL BASE 0.04 - 0.13 0.26 - 1.45 0.16 - 0.43 

  UoL MEAN 0.06 - 0.08 0.24 - 1.32 0.25 - 0.74 

  UoL VAR 0.02 - 0.03 0.03 - 0.10 0.02 - 0.05 

Table 7: Range of errors in % of true XCO2. Shown are both, results from the RemoteTec (RT) algorithm for the mod-
MAP instrument as well as standard deviation of results obtained with the UoL retrieval.  
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Figure 17: Comparison of UoL standard deviation of each ensemble versus error obtained with the  RemoteTeC retrieval. 
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G Conclusion 
 

This tech note describes the work performed to allow an assessment of the gain in 
performance by improved aerosol a-priori knowledge. To this end, the information provided 
by a fictional MAP instrument for a range of geophysical scenarios was translated into 
ensembles of spectra, which were evaluated with the UoL-FP algorithm under different 
setups. Setup BASE does not employ any additional a-priori aerosol information and 
indicates performance for a generic retrieval. Setup MEAN uses the mean aerosol 
parameters for the geophysical scenarios, which are also used in the generation of the MAP 
a-priori information. This setup indicates performance in case of reduced a-priori 
information, because it reflects the values retrieved with a MAP instrument, but not their 
covariance matrix. The VAR setup employs a range of aerosol optical properties and reflects 
the variances observed with the MAP instrument. It is designed to allow a consistent retrieval 
for all spectra of an ensemble, encompassing the encountered range of aerosol properties. 
The VAR retrieval setup constitutes a best approximation of the use of additional a-priori 
information without modifying the UoL-FP algorithm itself. 

Figure 18 and Figure 19 depict results for BASE and VAR retrieval setups at SZA 30° and 
60°, respectively. The figures show the combined biases for the individual retrievals in the 
ensembles for all geophysical scenarios and aerosol AOD variations. In order to filter out 
outliers, the shaded areas show the respective 25%-75% percentile range, whereas the 
solid line depicts the mean of all biases. It is obvious that the BASE retrieval does not lead 
to acceptable results for the gross of scenarios and aerosol loads. If the uncertainty of 
aerosol parameters is taken into account with the VAR retrievals, however, biases are 
obtained which meet the 0.1% XCO2 threshold values and show significant lesser spread. It 
must be noted that certain discontinuities are visible with increasing total aerosol AOD. The 
reason is that the geophysical scenarios have been assessed at different total aerosol loads. 
Case 1 simulates AOD ranges between 0.07 and 0.52, whereas case 2 & 3 are restricted to 
0.22 – 0.35. Therefore, values for total AODs lesser than 0.22 and greater than 0.35 only 
show results for case 1. 

Comparing the bias results from the different retrieval setups in more detail (Figure 15 and 
Figure 16), confirm that the BASE setup, i.e., the one without further aerosol information, 
would only yield acceptable results for low aerosol AODs and under certain scenarios. 
Especially for observations of greater interest like measuring XCO2 over vegetation more a-
priori information is needed. If the average of aerosol properties is known (retrieval setup 
MEAN), the observed bias is greatly reduced and remains below 0.1% XCO2 for most 
scenarios. Increased bias is still observed under conditions especially sensitive to aerosols 
like albedo vegetation, SZA 60° and/or aerosol profiles with higher AODs and altitude (Case 
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2, 3). Furthermore, individual results from the ensemble show a higher variability as 
indicated by higher standard deviation. If the VAR setup is used, which adapts the UoL 
retrieval setup to employ the given a-priori information, the observed bias meets the 0.1% 
XCO2 criteria in all but the most extreme cases together with low standard deviation of the 
individual ensemble results. 

Comparison of the error ranges obtained with the RemoteTec algorithm confirm the gain by 
additional a-priori information. In general, standard deviation of results by the VAR retrieval 
are within a factor of 2 below error ranges of the RemoteTec algorithm, meeting goal 
requirements.  

These results of the different retrieval setups, from no aerosol optical properties information, 
mean properties known and approximation of full use of additional a-priori information, 
clearly highlight the improvements in performance of the UoL retrieval when employing 
external aerosol information. 

 

 

  

 
Figure 18: Combined biases for SZA 30° for all geophysical scenario ensembles and retrieval setups BASE and VAR. 
The solid line denotes the respective median and the shaded area the 25%-75% percentiles of all retrievals. 
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Figure 19: Combined biases for SZA 60° for all geophysical scenario ensembles and retrieval setups BASE and VAR. 
The solid line denotes the respective median and the shaded area the 25%-75% percentiles of all retrievals. The inlay 
in the lower right corner depicts the full range of the results at a range up to 25ppm XCO2.  
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Appendix A Error pattern ensembles; retrieval 
results for individual spectra 

 
 

 
Figure 20: BASE retrieval of the EP ensemble with BRDF soil. The top panel shows the full range of retrieved values, 
whereas the bottom graph focuses only on a bias of ±3.9 ppm XCO2 (±1%). 
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Figure 21: BASE retrieval of the EP ensemble with BRDF vegetation. The top panel shows the full range of retrieved 
values, whereas the bottom graph focuses only on a bias of ±3.9 ppm XCO2 (±1%). 
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Figure 22: MEAN retrieval of the EP ensemble with BRDF soil. The top panel shows the full range of retrieved values, 
whereas the bottom graph focuses only on a bias of ±3.9 ppm XCO2 (±1%). 
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Figure 23: MEAN retrieval of the EP ensemble with BRDF vegetation. The top panel shows the full range of retrieved 
values, whereas the bottom graph focuses only on a bias of ±3.9 ppm XCO2 (±1%). 
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Figure 24: VAR retrieval of the EP ensemble with BRDF soil. The top panel shows the bias on a range of ±3.9 ppm XCO2 
(±1%) for comparison with the previous graphs. The bottom graph depicts a range of ±0.975 ppm XCO2 (±0.25%). 
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Figure 25: VAR retrieval of the EP ensemble with BRDF vegetation. The top panel shows the bias on a range of ±3.9 
ppm XCO2 (±1%) for comparison with the previous graphs. The bottom graph depicts a range of ±0.975 ppm XCO2 
(±0.25%). 
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Appendix B Linear error analysis 
Linear error analysis relies on the approximation of linearity forward model with respect to 
the various parameters involved. Given that this assumption holds, the propagation of a-
priori covariances can be assessed by !!"! = #!"! ⋅ %!"! ⋅ !#$% ⋅ %!"!& ⋅ #!"!& , where G and K 
represent the Gain and Jacobian (Kernel) matrix, respectively. The entries in the matrices 
correspond to the state vector parameters of the forward model. However, since the UoL-
FP retrieval does not include many parameters of the supplied MAP a-priori, a simplified 
version of the linear error analysis can be derived making use of the eigenvalue 
decomposition of the aerosol parameters as described earlier. 

The UoL-FP algorithm’s forward model can be used to calculate spectra which have are 
based on unperturbed aerosol parameters (R0) and ones generated with perturbed aerosol 
parameters (Rp). I. e., by aerosol parameters which have been perturbed by the error 
patterns of the eigenvector decomposition. Given the gain matrix GR translating spectral 
changes to changes in XCO2, the impact of a-priori error on retrieved CO2 can be assessed.  

!!"!,% = #( ⋅ (') − '%)
!!"! = *!!"!,%

= *#( ⋅ (') − '%)
 

This approach comes at the cost of calculating individual spectra for all perturbations in 
question. Furthermore, additional errors are introduced because the gain matrix GR 
assumes only aerosol parameters as defined for the unperturbed case and, because of the 
restrictions of the retrieval - does not allow for variations of the micro-physical aerosol 
parameters. This means that results by this direct approach can only serve as an upper error 
limit and will most likely heavily overestimate errors. Results from linear error analysis are 
not shown here because they produced very high errors, suffering from the described 
insufficiencies in the approach. Linear error analysis proved to be not suitable in this study 
with the given retrieval restrictions. 

Other approaches must be taken because A) the translation of micro-physical aerosol 
information to XCO2 is strongly non-linear or B) the Gain matrix GR cannot account 
sufficiently for the introduced perturbations, because it is based on state vectors which do 
not include these perturbations.  
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1 Introduction 

1.1 Objectives of the study 

The objective of the study was the analysis of the aerosol spatial variability in preparation of 
Copernicus CO2 mission. This mission is aimed at enhancement of global CO2 monitoring. One of 
the key ideas of this mission is an employment of the simultaneous observations of CO2 spec-
trometer and multi-angular polarimeter (MAP). The measurements of MAP are expected to be 
used for advanced correction of the aerosol effects in spectrometric observations of CO2. Indeed, 
the hyperspectral features of CO2 absorption can be strongly affected by the smooth spectral-
continuum-like contributions of atmospheric aerosol features. Those “continuum” features de-
pend in rather complex way on the detailed properties of aerosol and, therefore, cannot be ac-
counted accurately from spectral measurements only. As a result, the current CO2 operational 
algorithms do not provide the CO2 retrieval in presence of even minor amount of aerosol 
(AOD(560) ³ 0.2). In these regards, the MAP observations are expected to provide enough infor-
mation for deriving detailed aerosol information, including information about spectral extinction 
aerosol optical depth (AOD) and absorption aerosol optical depth (AAOD). Therefore, the MAP 
observations are planned to be used for accounting for aerosol effects and improving the CO2 re-
trieval in the conditions of moderate and even large presence of aerosol. Indeed, MAP observa-
tions are widely considered as the most suitable for detailed aerosol characterization [e.g. see 
Dubovik et al., 2019].  

The question that needed to be addressed in current study is quite specific: would spatial res-
olution of 4 km be sufficient for the characterization of aerosol using MAP in frame Copernicus 
CO2 mission? Alternatively, the observations of MAP could be implemented at 2 km resolution in 
similar manner as it is planned to be done for CO2 spectrometer. At the same time, obtaining and 
processing MAP observations at 2 km resolution requires significantly increased resources for data 
collection, transmission and processing. The former is not attractive perspective especially, taking 
into account that the reference aerosol databases, such as MODIS [Remer et al., 2005], provide 
aerosol product at ~10 km spatial resolution and the existent MAPs such as POLDER/PARASOL 
[Tanre et al. 2011] provided observations at ~6 km. Moreover, even the most advanced MAP fu-
ture missions [see review by Dubovik et al., 2019] are not intended to provide observation at the 
spatial resolution significantly higher than 4 km. This also relates to the fact that obtaining multi-
angular observations at high spatial resolution is nearly impossible considering the nature of satel-
lite observations (see discussion below in Section 7).  

Thus, the explicit objective of this study is to evaluate the aerosol spatial variability at 2 and 4 
km scale and to identify and evaluate possible important differences in aerosol characterization.   

 

1.2 Concept of the study 

Aerosol particles vary with time and from one to another location due to their short lifetime, 
dynamic processes, e.g. transport, advection, deposition, convection etc. The dynamic of atmos-
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pheric aerosol is highly related with local meteorology and emission sources. The high variability of 
aerosol in space and time poses significant difficulties for aerosol satellite remote sensing and aer-
osol transport modeling [Eck et al., 2008]. Therefore, the analyzing the actual time and space vari-
ability of ambient aerosol is very challenging task, while the understanding of aerosol temporal 
and spatial variability is crucial for design of CO2 Copernicus MAP instrument and many next gen-
eration observation systems.  

The use of ground-based measurements by AERosol RObotic NETwork (AERONET) [Holben et 
al., 1998] is well recognized as data set providing “ground truth” observations of columnar proper-
ties of aerosol. This is why, all main efforts on validations of aerosol remote sensing observation 
and modeling results relying on AERONET. However, analyzing spatial variability of aerosol using 
AERONET observations is not obvious task because AERONET generally provides very localized 
observations. For example, the evaluation of satellite remote sensing aerosol products in ~5 km or 
~10 km grid boxes remain one of not fully solved issues of aerosol validation efforts. The in depth 
discussion of this aspect can be found in the articles by Kinne, al. [2013] and Schutgens et al. 
[2017]. Those studies attempted to quantify the representativeness of AERONET sites in distance 
by defining the range score of each AERONET station based on personal experience. However, 
even those studies were focused on validation of chemical transport model at rather coarse the 
spatial resolution of ~50 - 100 km.  

In this study we estimate the spatial variability aerosol using information about temporal aer-
osol variability observed at AERONET in point location combined together with available infor-
mation about local wind speed data from MERRA-2 reanalysis dataset. Similar concept was used in 
previous study by Smirnov et al. [2003] that relied on the values of surface wind speed to analyze 
the aerosol temporal and spatial variability over one oceanic AERONET site. 

 

 

2 General information about aerosol properties and 
its variability  

2.1 Atmospheric aerosol properties 

The effect of aerosol on the atmospheric radiances depends, first of all, on the amount of aer-
osol that characterizes by mass or volume concentration of the aerosol particles. It also depends 
on the aerosol type that can vary due to differences in aerosol particles sizes, shapes and composi-
tions (related to particle complex refractive index that defines scattering and absorption of parti-
cle material). Both the information about amount of aerosol and its type is needed for correction 
of aerosol effects in CO2 retrieval. The microphysical characteristics such as aerosol concentra-
tions, size distribution, etc. can be obtained from very detailed in situ measurements [e.g. Living-
ston et al., 2003; Reid, et al., 2003] or from remote sensing observations using sophisticated inver-
sion procedures [e.g. Dubovik and King, 2000]. Therefore, the availability of reliable microphysical 
data is very limited and most of aerosol studies use relevant optical properties. Namely, in most of 
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aerosol analyzes the aerosol optical depth (AOD) is used as measure of aerosol loading. Similarly, 
the AOD spectral dependence characterized by the value of Angstrom exponent (AE) is considered 
as reliable indication of dominant aerosol particle sizes: the smaller the value the larger the parti-
cles and vice versa [e.g., see Eck., 1999]. The abilities of aerosol to absorb radiation is character-
ized by single scattering albedo (SSA), changing from SSA=1 for non-absorbing aerosol to SSA = 
~0.65 for highly absorbing aerosol [e.g., see Dubovik et al., 2002]. The variability of AE and SSA is 
usually employed as a reliable indication of aerosol type variability [Russels et al., 2010]. There-
fore, our analysis is focused on investigating variability of the above main parameters AOD, AE and 
SSA, that are provided by AERONET network. 

 

2.2 AERONET Aerosol Dataset 

The Aerosol Robotic Network (AERONET) is a global distributed network of well-calibrated sun 
photometers [Holben et al., 1998]. By measuring direct Sun radiance, AERONET provides high 
temporal (every 15 minutes in daytime) multi-wavelength AOD products with reliable accuracy 
(±0.01 for AOD and ~± 0.1-0.3 for AE) [Eck et al., 1999]. In addition, the almucantar measurements 
of sky radiances supply the inversion algorithm [Dubovik and King, 2000] for characterizing aerosol 
microphysical properties, e.g. single scattering albedo, complex refractive index and aerosol size 
distribution. Generally, the accuracy of AERONET inversion products is related to aerosol loading. 
The SSA accuracy is estimated at ±0.03 when AOD (440 nm) is higher than 0.2, and ±0.05-0.07 
when AOD is lower than 0.2 [Dubovik et al. 2000]. These results were used to established criteria 
for selecting Level 2 AERONET high quality data [Holben et al., 2006]. 

 

2.3 Accuracy l imits in knowledge of aerosol property variabil ity 

AERONET is widely considered as the source of the most accurate aerosol data for all consid-
ered parameters: AOD, AE and SSA. Therefore, AERONET measurement accuracy can be consid-
ered as accuracy limits for the analyzed parameters. For example, Figure 1 shows very detailed 
AOD measurements implemented every 3 min by sun-photometer of GAW network [Kazadzis et 
al., 2008]. 

 

Figure 1. AOD measurement by GAW network. Left panel: instantaneous 3 min AOD measurements; Right 
panel: the same AOD but smoothed for user convenience.   
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As one can see on the left panel of Fig. 1 even such accurate and direct measurements of AOD 
exhibit some instabilities at the order of 0.01 that occur due to both natural variability and meas-
urement uncertainty. Similar situation is for AE. For aerosol SSA, AERONET is nearly a unique data 
base providing this aerosol properties. 

Thus, in present study we assume that variability of AOD, AE and SSA insignificant it is below 
accuracy limits of AERONET measurements: ± 0.01 for AOD, ± 0.1-0.3 for AE and ± 0.03 for SSA. 

 

 

3 Data Description 

3.1 AERONET Aerosol Dataset 

In this report we selected 30 typical AERONET sites to analyze aerosol temporal and spatial 
variability. In total there are more than 3.5×106 measurements collected during more than 10 
years of operating time. The information about the selected sites is provided in the Table 1, and 
their geolocations are shown in Figure 2. We use AERONET Version 3 Level 1.5 (Last access: 2019-
07-05) data to conduct our analysis.  

 

3.2 MERRA-2 Reanalysis Wind Speed 

The newly released Modern-Era Retrospective Analysis for Research Application, version 2 
(MERRA-2) (Gelaro et al., 2017) is a global earth system model based reanalysis dataset with data 
assimilation. MERRA-2 provides long-term (1980 on ward) reanalysis dataset of climate system. In 
this report, we will use MERRA-2 10-m wind speed data (Last access: 2019-04-23) to access the 
aerosol temporal and spatial variability. Figure 2 shows the global mean 10-m wind speed and di-
rection from MERRA-2 dataset. 

Figure 3 shows the scatter plots of mean AOD (440 nm) versus mean AE (440/870 nm) and the 
mean 10-m wind speed for all 30 AERONET sites. Surprisingly, the high wind speed is mainly asso-
ciated with high AOD and small particles (high AE). Hence, there is an interest to investigate the 
wind speed related aerosol temporal and spatial variability. 
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Table 1. List of AERONET sites used in this study 
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Figure 2. Global mean 10-m wind speed and direction from MERRA-2 reanalysis. The geo-location of 30 
AERONET sites are also shown as white circle, and the site numbers are corresponding to #ID in Table 1. 

 

 

Figure 3. Scatter plots of mean AOD (440 nm) vs. mean AE (440/870 nm) for all 30 sites. The error bar rep-
resents standard deviation (1𝜎), and the color represents mean 10-m wind speed of this site for the data-

collecting period. 

 

 

 



©2020 GRASP SAS 332 / 349
26 

4 Methodology 
In order to study aerosol variability, we have used the most frequent AOD AERONET observa-

tions. Namely, using the AERONET AOD measurements obtained at every 15 minutes, we estimat-
ed variability of aerosol AOD and AE parameters in series of time windows of 0.5, 1.0, 1.5, 2.0, 3.0, 
3.5 and 4.0 hour. The AOD observations obtained each 15 min were used to evaluate aerosol vari-
ability within each time window relying on linear interpolation. The obtained slopes of aerosol 
variability in time were interpreted as characteristics aerosol temporal variability. The information 
about aerosol SSA is provided by AERONET using sky-scanning diffuse radiances observations [e.g. 
see Dubovik and King, 2000] that obtained less frequently than direct Sun measurements with the 
interval of ~ 1h [see details in Holben et al., 1998, 2006]. Correspondingly, these ~1h observations 
were used for analysis of aerosol SSA variability. Using the above approach, several characteristics 
were obtained: 

(i) Maximum aerosol Temporal Variability (TV) for AOD (AOD_TV), AE (AE_TV) and SSA 
(SSA_TV).   

Then using the information about wind speed the values of AOD_TV, AE_TV, and SSA_TV were 
used to estimate maximum aerosol spatial variability: 

(ii) Maximum aerosol Spatial Variability (SV) for AOD (AOD_SV), AE (AE_SV) and SSA 
(SSA_SV).   

Finally, using the values of AOD, AE and SSA measured at 15 minutes interval and information 
about wind speed the characteristic of aerosol mean variability were estimated: 

(iii) Differences between mean AOD, AE and SSA observed in 2 km and 4 km grid boxes, 
that is called below Mean Spatial Variability: AOD_MSV, AE_MSV and SSA_MSV. 

The values of AOD_SV, AE_SV, SSA_SV are intended to show the maximum observed variabil-
ity at different spatial scales (specifically 2 and 4 km). Correspondigly these values show extreme 
spatial variability of aerosol. The values AOD_MSV, AE_MSV, SSA_MSV are show the differences 
between mean values AOD, AE and SSA obtained for 2 km and 4 km grid boxes, that seem to be 
more appropriate for reflecting the potential differences of observing aerosol at 2 km and 4 km 
spatial scales. 

 

4.1 Estimation of maximum aerosol Temporal Variabil ity (TV) 

AOD temporal variability AOD_TV (unit: ΔAOD/hour), AE temporal variability AE_TV (unit: 
ΔAE/hour) and SSA temporal variability SSA_TV (unit: ΔSSA/hour) are estimated based on the 
equations as below:  

AOD_TV(λ) = |"!($%∆$)("!($)|"#$
∆$

,	      (1) 

AE_TV = |)($%∆$)()($)|"#$
∆$

,	       (2) 
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SSA_TV(λ) = |*!($%∆$)(*!($)|"#$
∆$

,	      (3) 

here {∆𝑡 = 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0	hour}, and λ represents wavelength. Note that 
we calculated maximum variability here. The obtained slopes of aerosol variability AOD_TV(t), 
AE_TV(t) and SSA_TV(t) in time are interpreted as aerosol temporal variability. 

 

4.2 Estimation of aerosol Spatial Variabil ity 

The aerosol spatial variability estimation over each AERONET site is based on aerosol temporal 
variability and the mean wind speed �̅�. AOD spatial variability AOD_SV (unit: ΔAOD/km), AE spa-
tial variability AE_SV (unit: ΔAE/km) and SSA spatial variability SSA_SV (unit: ΔSSA/km) are esti-
mated based on the equations as below:  

AOD_SV(λ) = 	AOD_TV(λ)/�̅�,      (4) 

AE_SV = 	AE_TV/�̅�,         (5) 

SSA_SV(λ) = 	SSA_TV(λ)/�̅�       (6) 

where �̅� is the mean wind speed (unit: km/h). 

 

4.3 Estimation of aerosol Mean Spatial Variabil ity in 2 km and 4 km 
grid boxes 

The estimation of aerosol mean variability in distance is based on the conversion of the dis-
tances to the time window: 

∆𝑡+ =
,%
-.
,			{𝑑+ = 2	𝑜𝑟	4	km}		,       (7) 

where 𝑑+  is the distance in kilometer (e.g. 2 km and 4 km) and �̅� is the mean wind speed 
(unit: km/h). ∆𝑡+  is the time window with respect to the corresponding distance: 

 

∆𝜏/ =< 𝜏/(𝑡 + ∆𝑡012)JJJJJJJJJJJJJJJJJJ − 𝜏/(𝑡 + ∆𝑡312) >JJJJJJJJJJJJJJJJJJJJJ,    (8) 

∆𝛼 =< 𝛼(𝑡 + ∆𝑡012)JJJJJJJJJJJJJJJJJ − 𝛼(𝑡 + ∆𝑡312)JJJJJJJJJJJJJJJJJ >,     (9) 

∆𝜔/ =< 𝜔/(𝑡 + ∆𝑡012)JJJJJJJJJJJJJJJJJJ − 𝜔/(𝑡 + ∆𝑡312)JJJJJJJJJJJJJJJJJJ >,    (10) 

where 𝜏/(𝑡 + ∆𝑡012)JJJJJJJJJJJJJJJJJJ  and 𝜏/(𝑡 + ∆𝑡312)JJJJJJJJJJJJJJJJJJ  are the mean AOD in 4 km and 2 km; 
𝛼(𝑡 + ∆𝑡012)JJJJJJJJJJJJJJJJJ and 𝛼(𝑡 + ∆𝑡312)JJJJJJJJJJJJJJJJJ are mean AE in 4 km and 2 km; and 𝜔/(𝑡 + ∆𝑡012)JJJJJJJJJJJJJJJJJJ and 
𝜔/(𝑡 + ∆𝑡312)JJJJJJJJJJJJJJJJJJ represent mean SSA in 4 km and 2 km. 
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5 Results 
Using the approach described in Section 4, we have estimated the maximum aerosol Temporal 

Variability, maximum aerosol Spatial Variability and mean aerosol Spatial Variability based on the 
full archive of the AERONET observation at selected 30 sites listed in Table 1. 

 

5.1 Aerosol maximum Temporal Variabil ity: AOD_TV, AE_TV, and 
SSA_TV 

The calculations were done for 30 sites for AOD_TV and SSA_TV at four standard AERONET 
wavelengths: 440, 675, 870 and 1020 nm. The values of AE_TV were estimated using AOD at two 
wavelengths 440 and 870 nm. Figure 4 illustrates the results for AERONET sites Alta Floresta and 
Beijing. The aerosol time variability AOD/h is among the highest at those two sites. One can see 
that AOD_TV has significantly higher values at 440 nm. This is why later illustrations will be fo-
cused on AOD_TV (440). The values of SSA_TV are actually are higher at 1020 nm. At the same 
time SSA_TV at different wavelengths differ only by the value of 0.001-0.002 per hour that is very 
small. Therefore, for consistency with AOD_TV, the illustrations of AOD_SSA are also provided lat-
er at 440 nm.  
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Figure 4. Example of AOD_TV	(λ), AE_TV and SSA_TV	(λ) estimations over Alta Floresta (# 4) and Bei-
jing (# 20). 

 

Below AOD_TV, AE_TV and SSA_TV are provided for 30 AERONET sites. The means and stand-
ard deviations were calculated over all used data for each value.  

 

5.1.1 AOD_TV 

The 30 sites mean AOD_TV (440 nm) is ~0.025 per hour (1σ=0.015). Probability density distri-
bution of AOD_TV values are shown in the left panel of Fig. (5).  

 

Figure 5. Probability density function of AOD_TV (440 nm), AE_TV (440/870) and SSA_TV (440 nm); the aer-
osol temporal variability AOD_TV (440 nm), AE_TV (440/870) and SSA_TV (440 nm) are calculated over 30 

AERONET sites using all available data. 

 

Figure 6 shows the AOD temporal variability at 440 nm over all considered AERONET sites. The 
site numbers are corresponding to #ID in the Table 1. The AOD_TV temporal variability 
(ΔAOD/hour) is relatively high over urban sites (e.g. #2-Mexico_City; #20-Beijing; #22-Xianghe), 
while AOD_TV is low over oceanic sites (e.g. #13-REUNION_ST_DENIS; #30-Lanai), with highest 
value ~0.062/h over Beijing and lowest value ~0.008/h over Reunion St Denis. Those tendencies 
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are rather logical since Beijing site has one of the highest mean AOD while Reunion St Denis is the 
cleanest site with the lowest mean AOD, see Table.1 

 

Figure 6. AOD temporal variability at 440 nm (AOD_TV (440 nm), unit: ΔAOD/hour) over 30 AERONET sites; 
the site numbers are corresponding to #ID in Table 1. 

 

5.1.2 AE_TV 

AE (440/870) temporal variability over 30 AERONET sites is present in Figure 7. Over 30 AER-
ONET sites, the mean AE_TV is 0.047 per hour (1σ=0.014). The probability density distribution of 
AE_TV values are shown in the central panel of Fig. (5).  The relatively low values are observed 
over sites #8 Capo Verde (~0.018/h) and #9 Dakar (~0.022/h). The highest AE_TV (~0.069/h) is ob-
served at site #30 Lanai, which is owing to high wind speed that can be an influx of large particles 
from the surface [Smirnov et al., 2003]. 
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Figure 7. Same as Figure 6, but for AE temporal variability (AE_TV (440/870), unit: ΔAE/hour) 

 

5.1.3 SSA_TV 

Figure 8 presents SSA_TV (440 nm) for 30 AERONET sites. All the sites show low SSA variabil-
ity, that all the values are within the AERONET Level 2 stated accuracy ~0.03. The mean SSA_TV 
(440 nm) is 0.005 per hour (1σ=0.002). The probability density distribution of SSA_TV values are 
shown in the right panel of Fig. (5). The maximum value ~0.013/h is observed over biomass burn-
ing site #29 Lake Argyle. 

 

Figure 8. Same as Figure 6, but for SSA temporal variability (SSA_TV (440 nm), unit: ΔSSA/hour). 
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5.2 Aerosol spatial variabil ity 

As shown in Section 4, in this study we evaluate the aerosol spatial variability from the aerosol 
temporal variability using mean wind speed. This section shows the results of values AOD_SV 
(ΔAOD/km), AE_SV (ΔAE/km) and SSA_SV (ΔSSA/km) that can provide important information of 
spatial aerosol variability sought for optimizing design of Copernicus CO2 mission.  

Figure 9 provides an interesting qualitative insight obtained using straightforward clustering 
analysis of AOD_TV, AE_TV, SSA_TV and wind speed. One can see that highest values of AOD_TV 
are observed for urban polluted and biomass burning aerosol generally characterized by high aer-
osol loading and variability [Dubovik et al., 2002]. The highest values of AE_TV are observed for 
urban polluted aerosols that are known to be mixtures of fine and coarse mode aerosols with high 
AE dynamics. The values of AE_TV are also high for aerosols at low AOD, that are evidently related 
with the base uncertainty in AOD observations (0.01). Correspondingly at very low AOD, AE can 
strongly change simply due to the presence of uncertainties and the AOD errors at the absolute 
level of 0.01 may be a reason for strong changes in AE. The highest values of SSA_TV are observed 
for urban polluted aerosols and biomass burning that generally exhibit stronger SSA changes due 
to enhanced absorption by these aerosols [e.g. Dubovik et al., 2002]. Finally, it is interesting to 
note that most of the highest values of AOD_TV, AE_TV and SSA_TV correspond to the cases with 
the lowest wind speed. Evidently, in absence of strong winds the activity of local aerosol sources 
results in high temporal aerosol variability.  

 

Figure 9. Clustering analysis aerosol time variability and wind speed. 
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As shown in Section 4.2, using the values of wind speed, the AOD_TV, AE_TV, SSA_TV can pro-
vide the information about aerosol spatial variability. Below the values of AOD_SV (ΔAOD/km), 
AE_SV (ΔAE/km) and SSA_SV (ΔSSA/km) are shown for all 30 AERONET sites. The means and 
standard deviations were calculated over all used data for each value.  

 

5.2.1 AOD_SV 

The mean AOD_SV (440 nm) is estimated at 0.010 per km (1σ=0.012). The probability density 
distribution of AOD_SV values are shown in the left panel of Fig. (10).  

 

 

Figure 10. Probability density function of AOD_SV (440 nm), AE_SV (440/870) and SSA_SV (440 nm); the 
aerosol spatial variability AOD_SV (440 nm), AE_SV (440/870) and SSA_SV (440 nm) are calculated      

over 30 AERONET sites using all available data. 

 

The AOD maximum spatial variability over 30 AERONET sites is shown in Figure 11. The high 
AOD spatial variability is observed mainly over urban sites (e.g. #20 Beijing ~0.048; #22 Xianghe 
~0.032/km; #2 Mexico City ~0.030/km; #26 IMS-METU-ERDEMLI ~0.030/km; #19 Thessaloniki 
~0.027/km); while the low spatial variability is found over costal oceanic sites (e.g. #3 Guadeloup 
~0.0004/km; #30 Lanai ~0.0005/km), which suggests that aerosol is more homogeneous than oth-
er regions. 
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Figure 11. AOD spatial variability at 440 nm (AOD_SV (440 nm), unit: ΔAOD/km) over 30 AERONET sites; the 
site numbers are corresponding to #ID in Table 1. 

 

5.2.2 AE_SV 

Ångström Exponent is a qualitative indicator of aerosol particle size; the smaller the AE, the 
larger the particle size [Eck et al., 1999; Schuster et al., 2006]. The spatial variability of AE is high 
over sites where both the fine and coarse mode particles have strong effects. The mean AE_SV 
(440/870) is 0.017 per km (1σ=0.016). The probability density distribution of AE_SV values are 
demonstrated in the central panel of Fig. (10).  

The distribution of AE_SV over 30 AERONET sites is shown in Fig. (12). The highest value is ob-
served over #19 Thessaloniki ~0.064/km, where coarse mode oceanic aerosol and fine mode ur-
ban aerosol are alternate dominant. For AE_TV, we found high AE temporal variability over Lanai 
#30 ~0.069 per hour, here the spatial variability is low ~0.004 per km, which means that the aero-
sol particle size varies quickly in time due to high wind speed; however, high wind speed also dis-
tribute aerosol evenly spatially.  
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Figure 12. AE spatial variability at 440 nm (AE_SV (440/870), unit: ΔAE/km) over 30 AERONET sites; the site 
numbers are corresponding to #ID in Table 1. 

 

5.2.3 SSA_SV 

The mean SSA_SV(440 nm) is 0.002 per km (1σ=0. 002). The probability density distribution of 
SSA_SV values are shown in the right panel of Fig. (10). Figure 13 shows the SSA spatial variability 
over 30 AERONET sites. The highest SSA_SV (440 nm) observed at #19 Thessaloniki ~0.009/km and 
lowest value at #3 Guadeloup ~0.0001/km; #30 Lanai ~0.0001/km. Overall, the SSA variability is 
small in 1 km distance.  

 

Figure 13. SSA spatial variability at 440 nm (SSA_SV (440 nm), unit: ΔSSA/km) over 30 AERONET sites; the 
site numbers are corresponding to #ID in Table 1.  
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5.3 Differences in aerosol mean variabil ity at 2 km to 4 km scales 

This section discusses the results of analysis of the aerosol variability between mean AODs 
calculated for 2 km and 4 km grid boxes. Specifically, the AOD_MSV, AE_MSV and SSA_MSV were 
estimated for the square greed box of 2 km and larger greed box extended up to for 4 km, as illus-
trated in Figure 14. It is our understanding that the AOD_MSV, AE_MSV and SSA_MSV are the 
most adequate values for characterizing the potential uncertainty introduced into aerosol mean 
values if observation resolution changed from 2 to 4 km scale.  

The values of AOD_MSV, AE_MSV and SSA_MSV were calculated for 30 selected AERONET and the 
details of the results provided below. 

 

Figure 14. Illustrations of 2 and 4 km greed box concept used for estimating uncertainty introduced into 
aerosol mean variability if observation resolution changed from 2 to 4 km scale. 

 

5.4 AOD_MSV 

 

AOD_MSV (440 nm) mean is at 0.004 (1σ=0.005), which accounts for ~1.2% of AOD. Figure 11 
shows the SSA spatial variability over 30 AERONET sites. The probability density distribution of 
AOD_MSV values are shown in the left panel of Fig. (15). 

 

Figure 15. Probability density function of AOD_MSV (440 nm), AE_MSV (440/870) and SSA_MSV (440 nm); 
The AOD_MSV (440 nm), AE_MSV (440/870) and SSA_MSV (440 nm) are mean differences of aerosol varia-

bility between 4x4 vs. 2x2 km2 and calculated over 30 AERONET sites using all available data. 

 

The values of AOD_MSV for 30 AERONET sites at shown in Fig. (16). The highest AOD_MSV 
(440 nm) is observed over #20 Beijing ~0.019, accounting for ~2.8% of mean AOD over Beijing and 
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over other urban sites such as #1 GSFC, #2 Mexico_City, #22 Xianghe and #23 Kanpur where 
AOD_MSV ΔAOD (440 nm) was somewhat greater than 0.01. At the same time, even the highest 
value of ~0.019 over Beijing is practically within the uncertainty of AOD measurement by AERONET 
(± 0.01 , see Section 2.3). Thus, the uncertainties of this level in AOD variability can be considered 
nearly negligible.  

 

 

Figure 16.  AOD_MSV – variability between 2 and 4 km AOD spatial means obtained for 30 AERONET sites.  

 

5.4.1 AE_MSV  

AE_MSV (440/870) mean is at 0.004 (1σ=0.003), which is ~0.4% of mean AE. The probability densi-
ty distribution of AE_MSV values are shown in the central panel of Fig. (15). The values of AE_MSV 
for 30 AERONET sites at shown in Fig. (17). The highest AE variability is over biomass burning sites, 
e.g. #11 Mongu AE_MSV = ~0.011 (0.6%) and #24 Silpakorn Univ ~0.014 (1.0%), that can be ex-
plained by the fact that biomass burning dominated by fine particles with high values of AE.  At 
the same time, even these apparently maximal values are within AE uncertainty limits (± 0.1 – 0.3, 
see Section 2.3). 
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Figure 17.  AE_MSV – variability between 2 and 4 km AE spatial means obtained for 30 AERONET sites.  

 

5.4.2 SSA_MSV 

SSA_MSV (440 nm) mean is 0.004 (1σ=0.003), which is ~0.4% of mean AE. The probability 
density distribution of SSA_MSV values are shown in the right panel of Fig. (15). The values of 
SSA_MSV for 30 AERONET sites at shown in Fig. (18). Similar to AOD_MSV (440 nm), the highest 
values of SSA_MSV (440 nm) are mainly observed over urban sites such as #20 Beijing ~0.019, #22 
Xianghe ~0.017, #1 GSFC ~0.012 and #2 Mexico City ~0.012. At the same time, similarly to situa-
tion with AOD_MSV and AE_MSV, the values of SSA_MSV are clearly within the SSA uncertainty 
limits (± 0.03, see Section 2.3) 

 

 

Figure 18.  SSA_MSV – variability between 2 and 4 km SSA spatial means obtained for 30 AERONET sites.  
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6 Discussion  
This report presented the study of the aerosol maximum temporal variability estimated using 

full data archives over 30 representative AERONET sites. Then using the available information 
about local wind speed, the maximum and mean aerosol variability was estimated at scales of 2 
and 4 km and compared. The results of this report can be summarized by the following conclu-
sions: 

 
ü The changes of aerosol type, that were linked in this study to changes of AE and SSA, can 

be considered negligible or tolerable at scales of 4 km. For example, the maximum AE_SV 
(440/870) variability in 4 km over 30 sites is 0.068 (1σ=0.064); and the maximum variability 
for SSA_SV(440 nm) in 4 km is 0.008 (1σ=0. 008). These values are comparable with limits 
of AE and SSA measurement accuracy (± 0.1-0.3 for AE, ± 0.03 for SSA , see Section 2.3). 

 
ü The mean (over 30 sites) maximum AOD(440 nm) spatial variability within 1 hour at 4 km 

scale is 0.040 (1σ=0.048), with highest maximum variability of AOD observed over polluted 
urban sites such as Beijing, Xianghe, Mexico_City and Kanpur with the maximum value 
reaching ~0.2 that is quite significant. The corresponding values for maximum aerosol vari-
ability for the scale of 2km are two time smaller. At the same time, the highest AOD varia-
bility observed at the sites with very high dynamic of aerosol and associated only with ~6% 
in relative changes of AOD. 

 
ü In order to understand more adequately the impact of changes of satellite pixel resolution 

from 2 km to 4 km, we have analyzed the differences in the means values of aerosol prop-
erties (AOD, AE and SSA) obtained for 2 km to 4 km grid boxes. Indeed, mainly the average 
properties of aerosol located within these grid boxes would affect observations. The results 
can be summarized: 

o Mean difference of AOD (440 nm) variability between 2 and 4 km grid boxes is only 
0.004 (1σ=0.005), which is corresponding to 1.2% of mean AOD value in the grid 
box. The highest differences between 2 and 4 km means of AOD(440 nm) are main-
ly found over urban sites such as Beijing 0.019 (2.8%), where typical values of AOD 
are very high. 

o Mean difference of AE (440/870) variability between 2 and 4 km grid boxes is 0.004 
(1σ=0.003), which is equivalent to 0.4% relative AE (440/870). The high AE (440/870) 
variability from 2 km to 4 km is observed over biomass burning sites, e.g. Mongu 
~0.011 (0.6%) and Silpakorn ~0.014 (1.0%). 

o Mean difference of SSA (440 nm) between 2 and 4 km grid boxes is 0.004 
(1σ=0.005), and the high SSA variability is also found over urban sites. 
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All these observed mean aerosol variability differences between 2 and 4 km grid boxes 
for AOD, AE and SSA are comparable with limits of AOD, AE and SSA measurement accura-
cy (± 0.01-0.03 for AOD, ± 0.1-0.3 for AE, ± 0.03 for SSA, see discussion in the Section 2.3).  

 
In addition, for considering the impact of changes of satellite spatial resolution from 2 

km to 4 km, it is necessary to consider the fundamental limitations of in the multi-angular 
satellite observations. Indeed, the passive satellite observations collected over one pixel 
are generally expected to be representative of entire atmospheric column over the pixel. 
At the same time, as illustrated by Fig.(19), the satellite observations corresponding to dif-
ferent angles of observation corresponds to different light passes. Therefore, since layer of 
tropospheric aerosol is always elevated (typically it’s concentrated in the first 1-5 km), the 
observations obtained by different angles are affected by aerosol not only over observed 
pixel and also over neighboring pixels. This phenomenon leads to potential inconsistency of 
measurement obtained at different geometry (scattering angles) over the same pixel. This 
is one of challenges of multi-angular polarimetry [e.g., see Dubovik et al., 2019]. Although, 
in order to understand the importance of so-called coregistration error, an in-depth dedi-
cated analysis is needed for each specific technical and geometrical of multi-angular in-
strument, it is evident that the coregistration inconsistencies in different angular observa-
tion significantly decreases for the sensors with lower spatial resolution. In these regards, 
using 4 km instead of 2 km MAP sensor resolution seems preferable. For example, Lang et 
al., [2019] discussed the issues of coregsitration for the Multi-viewing, Multi-channel and 
Multi-polarisation Imager (3MI) on board the Metop-SG satellites. They have considered 
diverse uncertainties caused by existing differences in time and geometry of observations 
at different angles and concluded while the coregistration errors limit the accuracy of 3MI 
observations, the errors remain acceptable for the 4km spatial resolution.     

 

 

 

Figure 19.  The scheme of the multi-angular satellite observations.  
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7 Conclusions 
Based on the results and analysis conducted in the present study, the spatial variability of the 

tropospheric aerosol is overall negligible. Specifically, the mean aerosol parameters obtained for 2 
and 4 km spatial scale showed very small differences: only 0.004 for AOD (440 nm) , 0.004 for Ang-
strom Exponent, and 0.004 for aerosol single scattering albedo. Such small differences cannot be 
reliably detected even using the fundamentally most reliable AERONET observations.  Moreover, 
even the conducted analysis of observed maximum spikes in aerosol variability showed no signifi-
cant deviations in parameters characterizing aerosol type, that is highly important for characteriz-
ing overall aerosol effect and specifically in CO2 correction efforts. In a contrast, the analysis of 
maximum spatial variation of aerosol concentrations, some nonnegligible spikes up to 0.2 for 
AOD(440) were observed at spatial scale of 4km. However, those high fluctuation are correspond-
ing to very high aerosol loading event, and remain at ~ 5 to 6% relative level in respect of total 
AOD. In such situations, decreasing observational resolution to 2 km is unlikely to resolve the issue, 
especially considering the fact of increasing coregistration errors in multi-angular information for 
satellite observations with high spatial resolution.  Indeed, the light scattered at different angles 
is affected by aerosol over neighboring pixels and the resulting inconsistency is notably higher at 
smaller spatial scales and quickly decreases with increase of spatial resolution.   

Thus, the performed study suggests that using 4 km spatial resolution for MAP sensor planned 
to be deployed as part of CO2 Copernicus mission instead of 2 km is sufficient to capture the fea-
tures in aerosol variability. Moreover, the observations at 4 km scale are expected to provide sig-
nificantly more consistent multi-angular information than at 2 km spatial scale. 
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