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IUP Mission Statement 
The overarching objective of the Institute of Envi-

ronmental Physics is to understand the mecha-

nisms controlling the Earth System and its re-

sponse to change. This is achieved by using physi-

cal methods and research focuses on the sub 

systems atmosphere, ocean, cryosphere, and their 

interfaces. This requires the development and use 

of remote sensing techniques from the ground, 

from ships, aircraft and satellite platforms and in-

situ measurements for process studies. The data 

are coupled with models to interpret the observa-

tions and improve the prediction of change. 

Introduction 
he IUP comprises six departments: Remote Sensing, Physics and 
Chemistry of the Atmosphere, Oceanography, Terrestrial Envi-

ronmental Physics, Modelling and Observation of the Earth System 
and Climate Modelling. 

The Department of Remote Sensing (Prof. J. Notholt) employs 
passive remote sensing instrumentation such as Fourier transform 
interferometers and microwave radiometers taking measurements 
in the spectral region from the infrared to the microwave. The 
instruments are located at various ground based sites ranging from 
the high Arctic (Svalbard) to the tropics (Suriname), as well as 
aboard research vessels (R.V. Polarstern) and aircraft. In addition, 
the gas exchange between rivers or the biosphere on land and the 
atmosphere is studied using spectroscopic methods. Furthermore, 
operational satellite instruments are used to monitor atmospheric 
and earth surface properties. Among them are sea ice coverage, 
water vapour and clouds. A further research focus is the investiga-
tion of stratospheric and mesospheric processes including solar 
effects on the terrestrial atmosphere. These activities are support-
ed by atmospheric modelling. 

The research activities carried out in the Department of Physics 
and Chemistry of the Atmosphere (Prof. J.P. Burrows) aim at im-
proving the understanding of the complex physical chemical pro-
cesses in the atmosphere and its interfaces to land, ocean, ice, and 
deep space. Emphasis is placed on the impact of anthropogenic and 
natural changes on the composition of the troposphere, strato-
sphere, and mesosphere, including greenhouse gases, pollutants 
and reactive gases. A particular focus has been the scientific devel-
opment and support of satellite sensors to characterise the chemi-
cal composition of the atmosphere remotely by means of spectros-
copy in the ultraviolet, visible and near-infrared spectral regions 
using grating spectrometers. The department pioneered this re-

search area with the GOME and 
SCIAMACHY sensors, as well as 
with the development of future 
satellite sensor concepts for 
geostationary air pollution ob-
servations (GeoSCIA, now Senti-
nel-4) and dedicated green-
house gas sensors (CarbonSat, 
now COM2M). Similar instru-
ments are operated from the 
ground (NDACC stations, BRE-
DOM network), on ships (R.V. 
Polarstern), aircrafts and bal-
loons. Remote sensing is com-
plemented by in-situ experi-
ments, laboratory work on spec-
troscopy and reaction kinetics, 
as well as modelling of physical and photochemical processes in the 
lower, middle and upper atmosphere. 

Research of the Department of Oceanography (Prof. M. Rhein)  
focuses on climate relevant processes in the ocean. These encom-
pass the circulation, formation, and transformation changes in key 
regions of the Atlantic and the associated changes in the storage of 
anthropogenic carbon. The identification and the role of submarine 
melt water from Greenland and Antarctic ice shelves for the ocean 
dynamics is an emerging research field as well as the energy trans-
fer and mixing in the ocean through internal waves. We improve 
and develop methods to quantify the basin-wide current systems, 
and we improve trace gas analysis techniques and expand their 
interpretation in the ocean and in groundwater dating studies. The 
department mainly works with experimental methods and coordi-
nates, leads, and participates in several research cruises per year 
mainly with the vessels MERIAN, METEOR, and POLARSTERN. The 
research is part of two Collaborative Research Centres (CRC 181 
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and 172) and other national and European programmes 
(www.ocean.uni-bremen.de). 

The Department of Terrestrial Environmental Physics (Dr. H. 
Fischer) investigates transport processes in porous systems and 
soils and conducts research in the fields of radioecology and sedi-
ment chronology. It takes advantage of the excellent equipment 
available in the Bremen State Radioactivity Measurements Lab 
(which forms part of the state and federal nuclear emergency man-
agement networks) and of a unique Earth Field NMR apparatus. 
Due to staff reduction and retirement of the leader, the group is 
currently inactive and its future is unclear. 

Since 2016, the Department of Inverse Modelling of the Earth 
System (Prof. M. Vrekoussis) hosts the joint IUP-MARUM working 
group called LAMOS (Laboratory for Modelling and Observation of 
the Earth System). LAMOS aims at improving our understanding of 
the complex mechanisms controlling the emission, transport, trans-
formation and deposition of atmospheric pollutants with the use of 
state-of-the-art numerical models and novel instrumentation. Spe-
cial focus is given on the quantification of sources and sinks of long-
lived and short-lived species using satellite observations as proxies. 

The Department of Climate Modelling (Prof. V. Eyring) established 
at the IUP in 2017 develops innovative methods for the evaluation 
and analysis of Earth system models in comparison to observations. 
This enables synergies and direct collaboration with the observa-
tional departments of the IUP. The evaluation and ensemble analy-
sis of Earth system models is crucial for model improvements and a 
prerequisite for reliable climate projections of the 21st century to 
be used as guidelines for climate policy. In collaboration with the 
Department on “Earth System Model Evaluation and Analysis” of 
the German Aerospace Centre’s Institute of Atmospheric Physics 
(DLR-IPA), the Climate Modelling Department provides major con-
tributions to the Coupled Model Intercomparison Project (CMIP) 
and to the development of the Earth System Model Evaluation Tool 

(ESMValTool). A new focus is the development and application of 
machine learning techniques to better understand and model the 
Earth system. This includes the development of machine learning 
based parameterisations for Earth system models that have hin-
dered progress in climate modelling for decades. It also includes 
research to understand modes of climate variability and multivari-
ate extremes with novel deep learning and causal discovery tech-
niques, as well as research to constrain uncertainties in Earth sys-
tem feedbacks and multi-model climate projections with observa-
tions. 

The IUP is internationally well known for its initiation and participa-
tion in a number of advanced space-borne missions, in particular 
GOME and SCIAMACHY. Both sensors were proposed by the IUP, 
and the IUP acts as Principal Investigator. The Global Ozone Moni-
toring Experiment, GOME, which was the first satellite sensor to 
measure tropospheric trace constituents from space and has oper-
ated aboard ERS-2 for over 10 years. GOME is a smaller version of 
SCIAMACHY, which was launched successfully in 2002 and also has 
provided almost a decade of successful data. The GOME and SCI-
AMACHY data records are now continued by GOME-2, OMI, and 
Sentinel-5P/TROPOMI, as well as in the future by Sentinel-4 and 
Sentinel-5. IUP scientists are contributing actively to all those mis-
sions. The IUP is also involved in many international projects with 
space-borne instruments for remotely measuring greenhouse gases 
and surface parameter, such as sea ice, the Wadden Sea and land 
use. In addition, the IUP runs instrumentation at research meas-
urement stations worldwide. It has participated in many national 
and international research campaigns using ships, aircrafts and 
ground-based instruments. Members of the IUP are actively in-
volved in international scientific organisations like COSPAR, IGBP-
IGAC, WCRP-SPARC, CACGP and WMO-IGACO. 

The complexity of the environmental system on Earth requires a 
coordinated approach of various scientific disciplines. Special focus 

file:///C:/Users/richter/AppData/Roaming/Microsoft/Word/www.ocean.uni-bremen.de
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Department contacts 

 

Physics and Chemistry of the Atmosphere 

Prof. Dr. John P. Burrows FRS 

+49-421-218 62100 

burrows@iup.physik.uni-bremen.de  

 

Remote Sensing 

Prof. Dr. Justus Notholt 

+49-421-218-62190 

jnotholt@iup.physik.uni-bremen.de  

 

Oceanography 

Prof. Dr. Monika Rhein 

+49-421-218-62160 

mrhein@physik.uni-bremen.de 

 

Terrestrial Environmental Physics 

Dr. Helmut Fischer, retired 

+49-421-218-62761 

hfischer@physik.uni-bremen.de   

 

Laboratory for Modelling and Observation 

of the Earth System 

Prof. Dr. Mihalis Vrekoussis 

+49-421-218-62140 

vrekoussis@iup.physik.uni-bremen.de 

 

  

Climate Modelling 

Prof. Dr. Veronika Eyring 

+49-421-218-62733 

Email: veronika.eyring@uni-bremen.de 

 

is placed on investigations to quantify the impact of human activity 
on the Earth system and to separate it from natural effects. 

More than 100 Ph.D. students and postdocs work at the IUP. Stu-
dents in general physics have the option to specialize in environ-
mental physics. A variety of courses, conducted in cooperation with 
colleagues from the Alfred-Wegener-Institute Helmholtz Centre for 
Polar and Maritime Research (AWI) in Bremerhaven is offered at 
the IUP. The aim of the environmental physics course is to provide 
a basic education in the areas of the ocean, the atmosphere and 
the solid Earth. Whereas other German universities cover parts of 
environmental physics, for example physical oceanography or me-
teorology, as independent subjects, Bremen addresses all of them 
within the physics course fully integrated into the general physics. 
The students even have the opportunity to participate in exciting 
expeditions worldwide. To strengthen environmental physics as a 
course of study in its own right and also to motivate students from 
abroad to study in Bremen, a four-semester international course 
leading to a Master of Science (M.Sc.) in Environmental Physics and 
a two-semester postgraduate course for the Certificate in Environ-
mental Physics have been offered since autumn 2000. The IUP 
educational activities were further developed towards space appli-
cations with the new international and application oriented Mas-
ters Programme Space Sciences and Technologies. It covers the 
three basic technologies Remote Sensing, Processing and Commu-
nication. The Programme provides theoretical knowledge in the 
fields of Remote Sensing, Earth Observation, Retrieval Theory, 
Electronics and Communications a solid hands-on training. 

This document provides an overview of selected research highlights 
achieved by the members of the five IUP departments during the 
period 2019/2020. 

 

 

mailto:burrows@iup.physik.uni-bremen.de
mailto:jnotholt@iup.physik.uni-bremen.de
mailto:mrhein@physik.uni-bremen.de
mailto:hfischer@physik.uni-bremen.de
mailto:vrekoussis@iup.physik.uni-bremen.de
mailto:veronika.eyring@uni-bremen.de
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Figure 1: TCCON-observatory at the University of 
Bremen 

 
Figure 2: Installation of the TCCON instrument at the Cyprus Institute in 
Nicosia. 

The Total Carbon Column Observing Network (TCCON) 
Thorsten Warneke, Christof Petri, Matthias Buschmann, Mihalis Vrekoussis, and Justus Notholt 

he increase of the atmospheric greenhouse gases carbon 
dioxide (CO2) and methane (CH4) results in an increase of 

global surface temperatures. Consequences of the tempera-
ture increase are already visible and severe consequences are 
predicted for the future, among them sea level rise, change of 
weather patterns, extreme weather events, extinction of cer-
tain wildlife species and the spread of diseases.  

The increase of CO2 in the atmosphere can be directly as-
signed to anthropogenic activities. Each year several gigatons 
of CO2 are emitted into the atmosphere by human activities. 
Fortunately, only about 50% of the emitted CO2 remains in the 
atmosphere and thus contributes to global warming. The 
other 50% are taken up by natural sinks - the terrestrial bio-
sphere and the ocean. Methane (CH4), the second most im-
portant anthropogenic greenhouse gas after CO2, is emitted 
from highly variable and not well understood sources such as 

wetlands, rice fields, landfills, 
oil- and gas-exploration and 
ruminants.  

In order to reliably predict the 
future climate of our planet, a 
good understanding of the 
sources and sinks of CO2 and CH4 is mandatory. Unfortunately, 
there are large gaps in our understanding of the natural 
sources and sinks of these gases. Key questions to be an-
swered are: Where are the natural and anthropogenic sources 
and sinks? How strong are they? What are their characteris-
tics? How will they respond to a changing climate?  

The basis for understanding the atmospheric greenhouse gas 
budgets and answering the questions above are precise 
measurements of atmospheric CO2 and CH4. The global at-
mospheric observing system for greenhouse gases consists of 
in-situ measurements as well as ground-based and space-born 
remote sensing measurements. While high quality in-situ 
measurements are available since almost 60 years, the techni-
cally challenging remote sensing measurements of CO2 and 
CH4 became available only 10 years ago. In contrast to the in-
situ measurements, remote sensing measurements measure 
through the whole atmosphere and satellites provide global 
coverage.  

The Total Carbon Column Observing Network (TCCON) repre-
sents the ground-based remote-sensing component in the 
global atmospheric observing system for greenhouse gases. It 
has been established in 2004. At that time, it consisted of five 
sites: two in Europe, one in the US and two in Oceania. The 
only European founding member of TCCON was the Institute 
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Figure 3: ACTRIS FTIR measurement 
stations operated by the University of 
Bremen in the EU infrastructure ACTRIS 

of Environmental Physics at the University of Bremen, operat-
ing the two European sites at Ny-Ålesund (Spitsbergen) and 
Bremen (Germany). Nowadays, the TCCON comprises more 
than 20 globally distributed sites and has established itself as 
a vital component in the global observing system for green-

house gases. The University of Bremen is currently operating 
four TCCON sites at the locations Ny-Ålesund (Spitsbergen), 
Bremen (Germany), Orleans (France) and Nicosia (Cyprus). 
The latter site has been installed in 2019 and is operated in a 
close collaboration with the Cyprus Institute. 

 

 

 

Participation in EU infrastructure ACTRIS 
Matthias Palm and Justus Notholt 

he MIDIR (MID InfraRed) group of the AG Notholt of the 
IUP participates in the EU infrastructure ACTRIS (Aerosols 

Clouds Tracegas Research InfraStructure1, www.actris.net). 
The aim of ACTRIS is to provide high quality data of short-lived 
atmospheric constituents. ACTRIS will provide effective access 
to a wide user community to its services and resources.  

The MIDIR group is part of the ACTRIS topical centre CREGARS 
(Center for REactive trace GAses Remote Sensing) and will 
offer training in operation of FTIR instruments and take part in 
the quality management of ACTRIS facilities employing FTIR 
spectrometers.  

The MIDIR group furthermore is part of the ACTRIS-D consor-
tium with the planned installation or upgrading of three FTIR 
facilities: 

The FT spectrometer Bremen will be upgrad-
ed to enable automatic measurements. This 
will increase the number of measurements 
considerably. 

The FT spectrometer in Paramaribo, Suri-
name, will be upgraded and the measure-
ment station will be renewed and upgraded. 

A mobile facility will be newly built. The 
MIDIR group uses the rich body of experience 
available in the AG Notholt in the set up and 
operation of remote FT instrument stations. 

The FTIR station in Ny-Ålesund will be labelled as a fully quali-
fied station.  

The data will be available via the ACTRIS data centre starting 
from 2025. 

 

T 
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Figure 5:  Atmospheric emission spectrum taken in Ny-
Ålesund, Spitzbergen 

  

 
Figure 4:  Location of the AWIPEP station in Ny-Ålesund 

Installation of a novel FTIR instrument for emis-
sion measurements in Ny-Ålesund 

Mathias Palm, Matthias Buschmann, and Justus Notholt 

n the AWIPEV research base (www.awipev.eu) in Ny-
Ålesund, Spitzbergen the MIDIR group installed a novel FT 

instrument to measure downwelling infrared radiation.  

The advantage of FTIR emission spectrometry is the ability to 
measure in the dark, i.e. during the polar night. Trace gas 
measurements of CO2, CH4 and O3 will contribute to the un-
derstanding the seasonal cycle of those gases and fill the gaps 
in solar and lunar absorption measurements. Especially 
greenhouse gas measurements are still burdened by the lack 
of high quality total column measurements at the poles. CH4 is 

potentially 
released in 
large quanti-
ties by thaw-
ing of the 
Permafrost 
and by the 
ocean.  

Additionally 
the meas-
urements 
will be used 
to infer thin 
cloud and 
aerosol 
properties. 
Clouds are 

potent modulators 
of atmospheric and 
surface warming in 
the Arctic because of 
their ability to radi-
ate back longwave 
radiation in the 
infrared. Thin clouds are known to have a large effect, but are 
still not well quantified. Emission FT spectrometry offers a 
way to permanently and automatically monitor the abun-
dances of thin clouds. 

This investigation will contribute to the DFG Transregio TR-
172, “Arctic Amplification” (Wendisch et al., 2019) and the 
recorded data will be used in combination with data obtained 
during the MOSAIC campaign, which took place from August 
2019 to August 2020.  

References 

Wendisch, M. et al., The Arctic Cloud Puzzle: Using ACLOUD/PASCAL 
Multiplatform Observations to Unravel the Role of Clouds and Aero-
sol Particles in Arctic Amplification, BULLETIN OF THE AMERICAN 
METEOROLOGICAL SOCIETY, 2019, 100 841-872, 2019.
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Figure 6: Sampling trip on a 
small peat-draining river in 
Sarawak (Borneo, Malaysia) 

Rivers in the carbon cycle 
Thorsten Warneke, Alexandra Klemme, Denise Müller, and Justus Notholt 

he carbon cycle describes the exchange of carbon be-
tween different reservoirs. The fast component of the 

carbon cycle, which is relevant for the understanding of an-
thropogenic climate change, describes the exchange of carbon 
between the land, the ocean and the atmosphere. Rivers play 
an important role by transporting carbon from the land to the 
ocean. The processing of carbon in rivers as well as the ex-
change of carbon between the rivers and the atmosphere 
represent large uncertainties in carbon cycle modelling. Re-
cent studies suggest that rivers play a crucial role for carbon 
processing and storage, as well as greenhouse gas emissions 
and are therefore highly important for the establishment of 
regional carbon balances.  

One recent focus of our research are peat-draining rivers in 
Southeast Asia. Southeast Asian peatlands store about 68.5 
gigatons of carbon, which corresponds roughly to the amount 
of carbon emitted to the atmosphere by fossil fuel burning 
within 8 years. This large carbon store is currently under high 
pressure due to anthropogenic activity. The conversion of 
tropical peat swamp forest to plantations (mainly oil palm) 
upsets both the water and the carbon balance in the peat soil. 
As a result, carbon that has been stored for centuries is lost to 
the atmosphere or the adjacent aquatic system. Consequent-
ly, rivers transporting peat-derived carbon might be a mirror 
of the degree of disturbance in tropical peat ecosystems.  

Since the vast majority of peatlands in SE-Asia is located close 
to the coast and many peatlands are drained by short rivers, 
the carbon is rapidly transported to the coastal ocean. We 
have investigated a river that drains an intact peat dome in 
Sarawak (Borneo, Malaysia). The entire river catchment is 

covered by peat swamp forest. Though such a scenar-
io is relatively unique, it is ideally suited for a baseline 
study. Such baseline data is vital for the interpretation 
of carbon fluxes from disturbed peat areas.  

The dissolved organic carbon concentrations in the 
river draining the undisturbed peatland are among the 
highest reported in the literature. The age of the dis-
solved organic carbon transported by the river was 
less than ten years, which shows that it is not derived 
from the peat-column, but from recently fixed bio-
mass.  Despite the very high organic carbon loads, the 
emission of CO2 from the river to the atmosphere is 
not unusually high, but comparable to other tropical 
rivers. Most likely, this is a result of the short resi-
dence time of the carbon in the river, which is typical 
for peat-draining rivers in SE-Asia. 

This research is done in close cooperation with the Leibniz 
Center for Tropical Marine Ecology (ZMT) in Bremen, because 
the study regions as well as the instrumentation from ZMT 
and IUP perfectly complement each other.  

References 

D. Müller, T. Warneke, T. Rixen, M. Müller, S. Jamahari, N. Denis, A. 
Mujahid, and J. Notholt: Lateral carbon fluxes and CO2 outgassing 
from a tropical peat-draining river. Biogeosciences, 12, 5967-5979, 
2015. doi:10.5194/bg-12-5967-2015. 

F. Wit, D. Müller, A. Baum, T. Warneke, W. Setiyo Pranowo, M. Mül-
ler, and T. Rixen. The impact of disturbed peatlands on river outgas-
sing in Southeast Asia. Nature Communications 6, 10155, 2015. 
doi:10.1038/ncomms10155. 
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Figure 7: Logarithm of the rotational population (divided by the 
degeneracy 2J+1 of the rotational state) as a function of rota-
tional energy (for vibrational quantum number v=4; F=1 and F=2 
depict the spin-doublet states). A thermal Boltzmann distribu-
tion would result in a straight line. Different lines show model 
results with different quenching parameters. 

Model studies on vibrationally-rotationally excited 
hydroxyl molecules in the mesopause region 
Holger Winkler and Justus Notholt 

ne of the standard methods to remotely sense the tem-
perature of the mesopause region (80-90 km height re-

gion) is based on spectroscopic measurements of near-
infrared emissions of vibrationally-rotationally excited hy-
droxyl (OH) molecules, and to calculate rotational tempera-
tures. For the interpretation of the retrieved temperatures, 
the aspect of rotational thermalization is of great importance. 
We use a first-principle kinetic model of vibrationally-
rotationally excited OH which accounts for chemical produc-
tion and loss processes as well as radiative and collision-
induced vibrational-rotational transitions. The model allows 
one to assess deviations of the rotational populations from 
local thermodynamic equilibrium, and to identify the key 
parameters, which control the rotational thermalization pro-
cesses.  

Figure 7 shows a comparison of model results and data origi-
nating from the UVES (Ultraviolet and Visual Echelle Spectro-
graph) at Cerro Paranal in Chile. The model simulations repro-
duce the observed bimodality in temperatures, i.e. a cold 
temperature component dominating the population of low 
rotational states, and a hot temperature component dominat-
ing higher states. Model-measurement comparisons can be 
used to determine unknown physical parameters. For in-
stance, the best fit between model and measurement data in 
Figure 7 is obtained if the model allows for a change of the 
rotational quantum number in vibrational quenching process-
es. 
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Figure 8: Evolution of the modelled amount of hydrogen atoms 
contained in selected species at 75 km altitude. Shown are 
differences between a sprite model run and a model run with-
out electric discharge. PHs denotes all hydrogen atoms in proton 
hydrates. The teal solid line depicts all hydrogen-bearing posi-
tive ions except for proton hydrates 

  

 
Figure 9: Results of a sprite transport and dispersion simulation. The red 
circle depict the initial sprite cross sections. The blue circles show the 
sprite cross sections at the times of the SMILES measurements. The 
large/small blue circles correspond to a fast/slow diffusion scenario. The 
black areas show the fields of view of the SMILES measurements. 

Chemical impact of sprites 
Holger Winkler and Justus Notholt 

he so called sprites are large scale electrical discharges 
which occur above active thunderstorm clouds. The chem-

ical effects of such events are not well understood. Recently, 
measurements by the SMILES (Superconducting Submillime-
ter-Wave Limb Emission Sounder) satellite instrument have 
shown an increase of mesospheric HO2 above sprite producing 
thunderstorms. These are the first direct observations of 
chemical sprite effects, and provide an opportunity to test our 
understanding of the processes in sprites. We have developed 
a numerical model of the plasma chemical processes in elec-
trical discharges. It was coupled to a one-dimensional 
transport module and used to simulate a downward propagat-
ing sprite streamer at altitudes 70-80 km corresponding to 
one of the sprite events observed by the SMILES instrument. 
The model simulations show a production of hydrogen radi-

cals mainly due to reac-
tions of proton hydrates 
(H+(H2O)n) formed a few 
seconds after the elec-
trical discharge. The net 
effect is a conversion of 
water molecules into 
H + OH. This leads to 
increasing HO2 concen-
trations a few hours 
after the electric break-
down. However, the 
modelled total produc-
tion of HO2 by a single 
sprite is much too small to explain the measured HO2 en-
hancements.  Additionally, advection and dispersion simula-
tions of the observed sprite bodies reveal that in most cases 
only little overlap of the expanded sprite volumes and the 
field of view of the SMILES measurements is expected. A pos-
sible explanation could be that there was an accumulation of 
HO2 produced by a number of different sprites near the 
SMILES measurement volume. This is subject of ongoing re-
search. 
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Figure 10: Linda Thielke and Gunnar Spreen waving to a passing 
group of scientists while making L-band microwave and infra-
red radiometer measurements together with the according ice 
thickness on thin ice on 30 September 2020 (photo: Jan 
Rhode). 

MOSAiC – The International Arctic Drift Expedition: 
Remote Sensing of Sea Ice 
Gunnar Spreen, Marcus Huntemann, and Linda Thielke 

or MOSAiC, the Multidisciplinary drifting Observatory for 
the Study of Arctic Climate, the research icebreaker Polar-

stern was frozen in the Arctic sea ice in October 2019 close to 
the North Pole north of the Laptev Sea and drifting with the sea 
ice for one complete year until September 2020. Compared to 
previous years the ice drift was fast and, in particular in winter, 
the drift trajectory was quite straight from the Russian Arctic 
towards Fram Strait. Thus, the MOSAiC floe disintegrated in 
Fram Strait end of July 2020 and Polarstern was relocated fur-
ther north to finish the ice drift at a new floe. MOSAiC is an 
international Arctic drift expedition with more than 400 scien-
tists, experts, and crew members on the ship and institutes 
from 20 nations involved. Research covered a wide range of 
topics from the atmosphere, sea ice and ocean domains and 
feedbacks with the ecological and biogeochemical systems. 
Interdisciplinarity is at the heart of MOSAiC with the overarch-
ing goal to improve Arctic and global climate models. 

The one-year long drift, however, also presented an excellent 
opportunity to evaluate current satellite remote sensing obser-
vations and develop new remote sensing methods. While the 
research icebreaker Polarstern was drifting with the sea ice 
several remote sensing instruments designed for observing the 
sea ice and its snow cover were installed on the ice floe next to 
Polarstern and on the vessel itself. This, for the first time, al-
lowed the monitoring of the freeze-up to melt onset cycle and 
different ice types with the suite of instruments. The remote 
sensing instruments have counterparts in space, and their 

measurements are designed 
to enhance understanding of 
the interaction of electro-
magnetic waves with snow 
and sea ice. Satellite meas-
urements constitute a few of 
the most important climate 
data records for polar re-
gions, e.g., the more than 
40-year long record of global 
sea ice area from space-borne microwave radiometers, which 
shows its unpreceded decline in the Arctic in recent decades. 

The IUP has a long-standing history in satellite sea ice remote 
sensing of sea ice, especially with microwave radiometers. The 
working group for Remote Sensing of Polar Regions joined the 
expedition with three group members on legs 1, 2 and 5 (Figure 
10). Dr. Gunnar Spreen is member of the MOSAiC project board 
and coordinator of the remote sensing activities. Other groups 
at IUP were involved in the oceanographic and atmosphere 
measurements. The IUP sea ice remote sensing program con-
sisted of helicopter-borne and on-ice infrared thermal imaging 
systems, hyperspectral and optical cameras and, in collabora-
tion with ESA and other partners, the HUTRAD multi-frequency, 
dual polarization microwave radiometer. HUTRAD will help to 
develop sea ice remote sensing methods for the upcoming 
Copernicus CIMR satellite mission, which the IUP is involved in. 
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Figure 11 The MOSAiC Remote Sensing Site at the 
beginning of the experiment on 8th December 2019 
(top; photo: Stefan Hendricks) and at the end on 8th 
September 2020 (bottom; photo: Gunnar Spreen). In 
between several relocations of the site took place, 
e.g., because of sea ice dynamics and destruction of 
the site. However, some of the instruments were 
operational almost the complete year. 

  

 
Figure 12: Infrared-Camera image during the helicopter flight 
on 19 November 2019. The colors show the measured infrared 
brightness temperature. The ship is clearly visible from its 
warmer structures. Cracks in the ice with warmer tempera-
tures are caused by a storm on Nov 17. Dark blue, colder areas 
show thicker and ridged ice. In the vicinity of the ship features 
like snow mobile tracks with slightly higher temperature occur 
due to snow compaction. 

In addition, several institutions from Spain, Canada, UK, Swit-
zerland, Finland, and the US provided instrumentation in col-
laboration with space agencies ESA, NASA, and EUMETSAT. The 
combination of the MOSAiC remote sensing experiments will 
help to improve the quality and better assess the uncertainties 
of satellite observations. In particular the following measure-
ments were performed during MOSAiC on the ice floe: (i) mi-
crowave radiometer observations at 0.5–2, 1.4, 7, 11, 19, 37, 
and 89 GHz frequencies in dual polarization, (ii) fully-
polarimetric, microwave radar scatterometer observations at L-, 
C-, X-, Ku-, and Ka-band frequencies, (iii) reflected single- and 
dual-polarized GNSS measurements from snow and ice, and (iv) 
infrared, visual, and hyperspectral cameras. This is the largest 

collection 
of remote 
sensing 
instru-
ments ever 
brought out 
on sea. 
Figure 11 
shows the 
Remote 
Sensing Site 
at the be-
ginning and 
end of the 
expedition. 
The instru-
ments on 
the ice floe 
were ori-
ented to 
observe 

similar snow and ice conditions. The 
remote sensing measurements were 
accompanied by extensive measure-
ments of snow and ice properties in 
the vicinity of the measurement field. 
By having these coincident multi-
frequency remote sensing and in-situ 
observations and as well the envi-
ronmental conditions measured by 
other MOSAiC teams, factors influ-
encing the emission, reflection, and 
scattering of microwaves in sea ice 
and snow can be better understood 
so that new remote sensing methods 
can be developed. 

Two helicopters were available on 
Polarstern throughout the campaign. 
Their measurements will help to bet-
ter understand the regional charac-
teristics of the sea ice and snow sur-
rounding Polarstern and help to up-
scale the local on-ice measurement to 
a satellite footprint size. The primary 
helicopter instruments were an airborne laser scanner to ob-
serve the ice topography and freeboard height and an infrared 
camera (provided by IUP; Figure 12) to observe the ice surface 
temperature distribution and development of cracks and leads 
in the ice pack. After day-light came back also ice thickness 
measurements by electromagnetic induction and a hyperspec-
tral camera were operated. 

All these measurements will not only help to better understand 
climate changes in the Arctic but will also help to improve cur-
rent and contribute to new and upcoming satellite missions. 
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Figure 13: Example result for multi-parameter 
AMSR2 based OEM (06.11.2019; mind that IST and 
SST are combined in one map). The sea ice thickness 
shown here is retrieved from SMOS directly, but in 
future will also be part of the operational OEM 
output. 

Joint Retrieval of Eight Sea Ice and Atmosphere Parame-
ters for the Upcoming Copernicus CIMR Satellite Mission 
observations  
Raul Scarlat, Gunnar Spreen, Georg Heygster, Marcus Huntemann, Cătălin Paţilea, Leif Toudal Pedersen, 
and Roberto Saldo 

ost current sea ice satellite retrievals provide one specific 
parameter like ice concentration, ice type, or ice thickness. 

Combining them is often difficult because they are not consistent 
between each other. However, multi-frequency satellite microwave 
radiometers offer the opportunity to retrieve these parameters 
simultaneously taking also atmospheric parameters like water va-
pour and cloud liquid water into account. Such consistent multi-
parameter observational datasets are especially useful for initializ-
ing and tuning climate models. This is especially true in the Polar 
Regions where uncertainties about the interactions between sea 
ice, ocean, and atmosphere are large. Here we combine observa-
tions of the existing AMSR2 and SMOS microwave radiometers. In 
future, a new Sentinel satellite series with the Copernicus Imaging 
Microwave Radiometer (CIMR) on board will provide high resolu-
tion, low uncertainty observation capabilities at the same 1.4, 6.9, 
10.65, 18.7, and 36.5 GHz frequencies. 

An optimal estimation retrieval method (OEM) is used (Scarlat et 
al., 2020) which can use input from different AMSR2 channel com-
binations to retrieve seven geophysical parameters (sea ice concen-
tration [SIC], multi‐year ice fraction [MYIF], ice [IST] and sea [SST] 
surface temperatures, columnar water vapour [TWV], liquid water 
path [LWP], and wind speed [WSP]) (Figure 13). After we evaluated 
the original seven parameter OEM, we extended it by thin sea ice 
thickness (SIT) as eights parameter using SMOS L-band observa-
tions (Figure 13). 

The sea ice concentration 
(SIC) OEM retrieval per-
formance of different 
channel combinations was 
tested over a dataset of 
validated SIC conditions 
(Figure 14).  

The 6.9 GHz based retriev-
al offers with about 2% the 
lowest possible retrieval 
standard deviation (STD) 
over both 100% SIC (SIC1) 
and open water scenes 
(SIC0) but also has the 
lowest spatial resolution. 
The 18.7+36.5 GHz combi-
nation achieves less than 
5% mean STD. The CIMR 
18.7+36.5 GHz channels 
will have a similar spatial 
resolution of about 5 km as 
the 89 GHz channels of 
AMSR2, which is the high-
est spatial resolution for 
SIC retrieval today. How-
ever, the 89 GHz mean STD 
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Figure 14: Ranking by SIC retrieval uncertainty (ex-
pressed b the STD) of different channel combinations. 
At 5 km spatial resolution current SIC retrievals have 
an uncertainty of about 12% using the 89 GHz chan-
nels (black box) while the future CIMR mission can 
provide SIC with <5% uncertainty based on the 18.7 
and 36.5 GHz channels (orange box).. Note the maxi-
mum ice thickness retrieved is 50 cm and for dates 
when that thickness is reached the actual mean 
thickness is likely to be higher. 

  
 

 
Figure 15: Information content for retrievals using four different channel 
combinations. The total length of the bars indicates total information con-
tent, while the length of individual color sections shows information con-
tent for a single parameter. The spatial resolution for the future CIMR is 
noted in square brackets, at 89 GHz the current AMSR2 resolution is given. 

of 12% is much higher for AMSR2 compared to the <5% for CIMR 
(Figure 14). This is mainly due to the stronger atmospheric influ-
ence at 89 GHz. 

The 18.7+36.5 GHz version offers a 70% to 30% split between sur-
face (SIC, MYIF) and atmospheric parameters, i.e., overall a good 
compromise between information content and resolution. The 
higher spatial resolution of the low frequency CIMR channels allow 
for unprecedented detail to be achieved in Arctic passive micro-
wave sea ice retrievals.  

The presence of 1.4 GHz channels on board CIMR opens up the 
possibility for thin sea ice thickness (SIT) retrieval. A combination of 
collocated AMSR2 and SMOS observations is used to simulate a full 
CIMR suite of measurements, and the OEM is modified to include 
SIT as a retrieval parameter. The output from different retrieval 
configurations is compared with an operational SMOS SIT (Hunte-

mann et al., 2014). 

Empirical functions are 
developed and implement-
ed in the OEM forward 
model for connecting SIT 
with brightness tempera-
tures for all CIMR channels. 
This allows SIT to be re-
trieved after inverting the 
forward model. One disad-
vantage of current SMOS 
only SIT retrievals is the 
missing sea ice concentra-
tion (SIC) information, 
which can affect the SIT 
retrieval. If only the SMOS 
1.4 GHz channels are used 
in the OEM the comparison 
(Figure 16, left) shows a 
negative SIC bias for low SIT 
pixels (thin sea ice mistaken 
for thick ice and a larger open water fraction). Using all channels in 
the OEM configuration shows better agreement (Figure 16, right) 
with the operational product than 1.4 GHz alone (while also retriev-
ing the other seven OEM parameters at the same time including 
SIC).  

In summary, the future Copernicus Sentinel CIMR satellite mission 
will provide increased accuracy for sea ice concentration retrieval 
at high spatial resolutions of 5 km with a combination of the 18.7 
and 36.5 GHz channels while also maintaining sensitivity for atmos-
pheric water vapour retrieval. In combination with the on-board 
1.4 GHz channels, thin ice thickness can be added as an eighth 
retrieval parameter with performance on par with existing opera-
tional products. 
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Figure 16: OEM retrieved SIT using only 1.4 GHz channels (left) and all CIMR equivalent channels 
(right), respectively, compared with the operational SMOS SIT product (x-axis). The marker color 
represents the simultaneously retrieved SIC value. 
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Sea ice type in the Antarctic 
Christian Melsheimer and Gunnar Spreen 

ea ice is one of the Earth’s climate components that has shown 
the greatest change during the last decades. As sea ice has high 

albedo, its changes affect the global radiation balance. Further-
more, sea ice controls energy and gas fluxes between ocean and 
atmosphere in Polar Regions, and it is an important part of the 
polar marine ecosystem. Satellite observations, which start in the 
1970s, show that while the sea ice area in the Arctic is decreasing 
at a rate of about -4% per decade, the sea ice area in the Antarctic 
has slowly increased by about 1% per decade. However, in order to 
understand the ongoing and possibly future changes, it is not suffi-
cient to just monitor the sea ice area or extent because sea ice 
comes in different types which have quite different physical prop-
erties and which can react differently to changes. The three major 
types are young ice (YI; newly formed and thin), first-year ice (FYI; 
formed during one freezing season) and multiyear ice (MYI; having 
survived at least one melt season). In the Arctic, the sea ice decline 
has been particularly drastic for MYI, at about -13% per decade. For 
the Antarctic, however, not much is known about the different ice 

types. Therefore, we have adapted a recent satellite-based retrieval 
of sea-ice types, originally developed for the Arctic [Ye et al., 
2016a,b], for use in Antarctic conditions. This retrieval can distin-
guish YI, FYI and MYI during the freezing season.  

The retrieval uses input data from radar scatterometer and micro-
wave radiometers and in addition corrects for the effects of melt–
refreeze cycles during the transition seasons, snow metamorphosis 
and sea-ice drift. In order to distinguish the ice types, the algorithm 
needs information on their typical emission and backscatter behav-
iour in the channels used. For this, areas of known ice type were 
analysed. The input channels used are the radar backscatter (C-
Band, VV polarisation) of the scatterometer ASCAT on the Europe-
an Metop satellites and the brightness temperature (radiance) at 
three channels of the microwave radiometer AMSR2 on the Japa-
nese satellite GCOM-W1, namely, at 37 GHz V and H polarisation, 
and 19 GHz, V polarisation. The above-mentioned corrections use, 
in addition, the air temperature near the ground from meteorologi-
cal reanalysis data and sea ice drift data from satellite. 
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Figure 17: Maps of the Antarctic sea ice type concentrations on 3 March, 2016, i.e. , beginning of 

freezing season. Left: multiyear (MYI), middle: first-year (FYI), right: young ice (YI). 

 
Figure 18: Maps of the Antarctic sea ice type concentrations on 11 August, 2016, i.e., late in the freez-
ing season. Left: corrected MYI, middle: FYI, right: YI. Note that the large “hole” in the FYI (middle) in 

the Eastern Weddell Sea (on the top side of the continent) and the large are of YI at the same location 
marks the unique 2016 Weddell Sea Polynya. 

With this algorithm, the first circumpolar, long-term time 
series of Antarctic sea ice types (MYI, first-year ice and 
young ice) is being established, so far covering the years 
2013-2020. As an example, the concentrations (i.e., area 
fractions) of the three ice types are shown early in the freez-
ing season (3 March 2016, Figure 17) and late in the freezing 
season (11 August 2016, Figure 18). The figures show how 
the ice that remained at the end of the melting season, 
mainly in the Southern Weddell Sea, is MYI at the beginning 
of the freezing season (Figure 17, left). Figure 18 shows that 
the MYI has now drifted northwards and that Antarctica is 
surrounded by mainly FYI that has formed since the begin-
ning of the freezing season. YI ice can be seen at the outer 
edge of the ice where there is ice growth, and in some plac-
es along the coast where it forms on polynyas, i.e. opening 
in the sea ice caused by strong katabatic winds blowing 
offshore form the continent. In addition, there is a large area 
of YI (and a large “gap” in the FYI) in the Eastern Weddell 
Sea, where in 2016, the unusual Weddell Sea polynya had 
just occurred in the weeks before that day. 

The new retrieval for the first time allows insight into the 
evolution and dynamics of Antarctic sea ice types. The cur-
rent time series can be extended backwards to the year 
2002 and can be continued with current and future sensors. 
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Figure 19: Unmasked (left) and masked (right) AMSU-B TWV retrieval for different 
showcased areas of four days through 2008: 6 January (top), 2 April (middle up), 6 July 
(middle down) and 14 October (bottom). Please note the different location in each 
case. 

Improved Water Vapour Retrieval 
from AMSU-B/MHS Satellite Sensors 
in the Arctic 
Arantxa M. Triana-Gómez, Georg Heygster, Christian Melsheimer, and 
Gunnar Spreen 

onitoring of water vapour in the Arctic on long time scales is 
essential for predicting Arctic weather and understanding 

climate trends, as well as addressing its influence in the positive 
feedback loop contributing to Arctic Amplification. However, 
standard in-situ measurements such as radiosondes are sparse in 
the region, and standard satellite remote-sensing retrieval methods 
for total water vapour (TWV) face several problems in Arctic condi-
tions: cloud cover, which restricts infrared measurements, and 
incomplete understanding of the high and highly variable sea-ice 
emissivity, which challenges microwave measurements. 

A step forward for Arctic water vapour retrieval was achieved by 
Melsheimer and Heygster (2008) and recently Triana-Gómez et al.  
(2020).   The  algorithm uses microwave radiometer satellite meas-
urements from humidity sounders such as AMSU-B or MHS on 
board the NOAA (National Oceanic and Atmospheric Administra-
tion) 15 to 19 satellites and EUMETSAT (European Organisation for 
the Exploitation of Meteorological Satellites) Metop-A, Metop-B 
and Metop-C satellites. The key concept of this method is the use 
of several microwave channels with similar surface emissivity but 
different water vapour absorption. These are the three channels 
near the 183.31 GHz water absorption line (183.31 1, 3 and 7 GHz), 
which, together with the channels at the 89 GHz and 150 GHz win-
dow frequencies, allows the retrieval to function up to the satura-
tion limit of the 183.31 7 GHz channel, about 20 kg/m2. However, 
the original AMSU-B algorithm is not without problem: while the 
frequency range allows it to bypass most clouds, the AMSU-B sen-

sor is still sensitive to convective clouds with high ice content. A 
method to filter these artefacts has been developed by Triana-
Gómez et al. (2020).  Additionally, the algorithm originally used as 
input only microwave humidity sounder data from AMSU-B. The 
updated algorithm can now also use data from MHS, the successor 
instrument of AMSU-B. 

Since cloud ice particles are strong scatterers in the used micro-
wave range, the radiation from below the clouds is scattered 
strongly and hardly reaches the sensor, so that the AMSU-B re-
trieval is only sensitive to atmospheric water vapour above such 
clouds and retrieves erroneously low TWV. Cloud ice contents high 
enough to affect our TWV retrieval are almost entirely caused by 
strong convective clouds, which are typically organised in rather 
small-scale cells (tens of kilometres to at maximum of a few hun-
dred kilometres for polar lows). Therefore, image-processing 
methods that rely on the size of ice cloud artefacts can be used:  
Our approach for eliminating the affected TWV is to find connected 
areas of low TWV (<4 kg/m2) which are surrounded by higher TWV 
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Figure 20: AMSU-B (top), MHS (second row), AMSR-E 
(third row) and ERA5 (bottom) TWV retrievals for (left) 
winter (6 January 2008), and (right) summer (6 July 2008) 

values. Then, we remove these connected areas with a succession 
of morphological image processing operations. To visualize the 
areas affected by the ice cloud artefact Figure 19 shows different 
areas of interest before (left) and after (right) filtering, for two days 
in 2008: 6th of January and 6th of July. These areas have been cho-
sen as representative cases for the season. Most features – small 
regions of low TWV surrounded by high TWV – are removed. We 
confirmed by comparison to ERA5 atmospheric reanalysis that the 
remaining high TWV values are within the expected range. Also the 
high, >14 kg/m2, TWV values  on 6th July 2008 in the Hudson Bay 
area are in agreement with ERA5. 

We have investigated the impact of differences between the 
AMSU-B and MHS sensor on the retrieved TWV and have found the 
differences to be negligible. This means that a consistent continu-
ous data set for the years 1999 until now can be generated from 
combining AMSU-B and MHS data. Figure 20 shows daily averaged 
TWV maps – with the ice cloud filtering already applied – for the 
AMSU-B/MHS algorithm (top and second row), as well as from a 
different data product based on AMSR-E observations over open 
ocean (third row) and ERA5 reanalysis daily mean (bottom) in win-
ter (6 January, left) and summer (6 July, right) 2008. The first thing 
to notice is the difference in spatial coverage of AMSU-B/MHS 
retrieved TWV between winter and summer. As AMSU-B/MHS 
retrieval is restricted to the drier regions, in summer retrieval is 
basically only possible over sea ice and over Greenland (the upper 
limit of the retrieval is usually about 15 kg/m2 for sea ice surfaces). 
In winter, the retrieval is possible over most of the land, sea ice, 
and some open water areas. The TWV from the ERA5 reanalysis 
(bottom) agrees well with both AMSU-B/MHS and AMSR-E: all have 
similar patterns, particularly in winter. Comparison to in-situ TWV 
measurements using GPS and radiosondes in 2008, 2009, and 2015 
show overall good performance of the updated TWV retrieval in 
Triana-Gómez et al. (2020). 
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Figure 21: Underwater light attenuation in the Atlantic Ocean retrieved from backscattered 
radiances of the satellite sensor TROPOMI on board the Sentinel-5 Precursor satellite for 
three spectral regions: (A) Kd-UVAB (312.5 to 338.5 nm), (B) Kd-UVA (356.5 to 390 nm), and 
(C) Kd-blue (390 to 423 nm). Data are gridded at 0.083° as mean for the duration of the R/V 
Polarstern expedition. Overlayed as symbols are the Kd-UVAB, Kd-UVA, and Kd-blue meas-
ured in-situ at 19 stations during this expedition. Figure from Oelker et al. (submitted to 
FMARS). 

Underwater light attenuation in the 
global ocean for three spectral regions: 
ultraviolet to blue 
Julia Oelker, Svetlana N. Losa, Andreas Richter, and Astrid Bracher

olar radiation drives many biological, chemical, and physical 
processes in the ocean. Ultraviolet (UV) radiation can have 

both, damaging and beneficial, effects on marine organisms and 
their interaction within the ocean system is generally complex. 
Most processes feedback with global warming. Satellite-based 
observations of light penetration into the ocean in combination 
with modelling are used to understand these processes and 
make predictions for the future ocean and climate scenarios in 
general. Traditional satellite instruments, so-called ocean colour 
sensors, do not take measurements in the ultraviolet range. 
From these data sets information on UV light penetration is 
inferred only indirectly, from measurements in the visible wave-
length range which introduces further large uncertainty.  

As a cooperation between the Alfred-Wegener-Institute Helm-
holtz Centre for Polar and Marine Research and the Institute of 
Environmental Physics at the University Bremen, within the 
joint ESA Sentinel-5P+ Innovation activity S5POC (Exploitation of 
Sentinel-5P for Ocean Colour Products), the UV and blue bands 
of the TROPOMI sensor on board Sentinel-5P were exploited  to 
directly infer diffuse attenuation coefficients of underwater 
radiation (Kd) in the UV and blue spectral range. Earlier studies 
applied to similar sensors (SCIAMACHY, GOME-2, OMI – see 
Vountas et al. 2003, 2007, Dinter et al. 2015, Oelker et al. 2019) 
have successfully derived Kd in the blue range from the signal 
caused by inelastic scattering of photons on water molecules. 
This signal can be detected as filling-in of Fraunhofer lines in 

backscattered radiances recorded at a spectral resolution of 
around 0.5 nm by TROPOMI-like sensors for targeting atmos-
pheric trace gas concentrations. The approach is based on Dif-
ferential Optical Absorption Spectroscopy. In combination with 
simulations by the IUP radiative transfer model SCIATRAN, this 
method was adapted for the TROPOMI sensor and other spec-
tral regions to obtain two novel Kd products in the UV range 
(312.5 to 338.5 nm and 356.5 to 390 nm), additionally to the 
blue Kd (390 to 423 nm). First results for one month of satellite-
derived data could be presented which compare well to spectral 
Kd values measured in-situ during a transatlantic cruise with 
R/V Polarstern in 2018 by AWI (Figure 21). TROPOMI Kd-blue 
was compared to wavelength-converted Kd at 490 nm products 
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from operational ocean colour products (OLCI/Sentinel-3 and 
the merged data set from the Ocean Colour ESA Climate Change 
Initiative, OC-CCI). Differences between the three data sets are 
within uncertainties given for the OC-CCI product.  

These new TROPOMI shortwave diffuse attenuation products 
are provided with spatial resolution and coverage which meets 
requirements for estimating at global scale heat budget, prima-
ry productivity, photochemical reaction rates of climatically 
important compounds, and UV dose rates as an indicator for 
damaging effects on aquatic organisms. 
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Figure 22: Column-averaged mole fraction of CO, XCO, as retrieved from S5P/TROPOMI for four days 
in November 2018 over California (source: Schneising et al., 2020). 

Carbon monoxide from Sentinel-5-
Precursor: Californian wildfires in 
November 2018 
Oliver Schneising, Michael Buchwitz, Maximilian Reuter, Hein-
rich Bovensmann, and John P. Burrows  

ovember 2018 turned into one of the most severe wildfire 
episodes on record in California, with two particularly de-

structive wildfires spreading concurrently through the northern 
and the southern part of California. Both fires ignited at the 
wildland–urban interface and caused many civilian fatalities, 
forcing the total evacuation of several cities and communities. 
We have analysed IUP-Bremen S5P/TROPOMI retrievals of car-
bon monoxide (CO) (Schneising et al., 2019) to find out to what 
extent CO emission of these wildfires can be observed and how 
these observations can be interpreted (Schneising et al., 2020). 
The derived CO distributions (Figure 22) have been used to 
assess the corresponding air quality burden in major Californian 
cities.  
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Figure 23: Summary of the results for the different regions analysed in Schneising et al., 2020, and a 
comparison to bottom-up estimates for the entire United States. All leakage rates are calculated 
relative to combined oil and gas production in terms of energy content. The respective absolute 
emissions (MtCH4/year) are shown in the upper area of the bars for the individual regions. The as-
sumed break-even range for immediate climate benefit is shown in grey (source: Schneising et al., 
2020). 

Methane leakage from natural gas 
and oil fields 
Oliver Schneising, Michael Buchwitz, Maximilian Reuter, Stefan 
Vanselow, Heinrich Bovensmann, and John P. Burrows 

he switch from the use of coal to natural gas or oil for ener-
gy generation potentially reduces greenhouse gas emissions 

and thus the impact of energy production on global warming 
and climate change because of the higher energy creation per 
CO2 molecule emitted. However, the climate benefit of oil and 
gas over coal is partly offset by methane (CH4) leakage from 
natural gas and petroleum systems, which reverses the climate 
impact mitigation if the rate of fugitive emissions exceeds the 
compensation point at which the global warming resulting from 
the leakage and the benefit from the reduction of coal combus-
tion coincide. Consequently, an accurate quantification of CH4 
emissions from the oil and gas industry is essential to evaluate 
the suitability of natural gas and petroleum as bridging fuels on 
the way to a carbon-neutral future. We have analysed IUP-
Bremen retrievals of column-averaged dry-air mole fractions of 
CH4, XCH4 (Schneising et al., 2020) from the TROPOspheric Mon-
itoring Instrument (TROPOMI) onboard the Sentinel-5 Precursor 
(S5P) satellite to quantify methane emissions and leakage rates 
from major gas and oil fields as located in the United States and 
in Turkmenistan (Figure 23). 
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Figure 24: Time series and maps of column-averaged CO2, XCO2, as generated at IUP-Bremen for 
the Copernicus Climate Change Service (C3S) (source: Reuter et al., 2020). 

Global monitoring of atmospheric 
carbon dioxide (CO2) 
Maximilian Reuter, Michael Buchwitz, Oliver Schneising, Stefan 
Noël, Heinrich Bovensmann, and John P. Burrows

arbon dioxide (CO2) is the most important anthropogen-
ic greenhouse gas and the driver for global warming.  

Atmospheric observations of CO2 are required for monitor-
ing purposes and to use these observations in combination 
with inverse modelling to obtain information on natural and 
anthropogenic CO2 sources (emissions) and sinks. At IUP-
Bremen, several satellite-derived CO2 data products are 
generated. Most of these products are near surface sensitive 
column-averaged dry air mole fractions of CO2 denoted 
XCO2.  These products are generated for scientific purposes 
and for operational services. For example, IUP-Bremen gen-
erates XCO2 from data of the Japanese GOSAT satellite in 
near-real time for the European Copernicus Atmosphere 
Monitoring Service (https://atmosphere.copernicus.eu/, 
CAMS) and also generates a multi-satellite merged data 
product for the Copernicus Climate Change Service (C3S, 
https://climate.copernicus.eu/). The C3S product (Figure 24) 
can be obtained from the Copernicus Climate Data Store 
(CDS, https://cds.climate.copernicus.eu/), a data base which 
holds a large number of climate relevant data sets called 
Essential Climate Variables (ECVs). 

The IUP of the University of Bremen is also strongly involved 
in the specification of improved future satellites in particular 
for anthropogenic CO2 monitoring. In this context, the IUP is 
providing expertise to the European Space Agency (ESA) and 
the European Commission (EC) for the planned Copernicus 
candidate CO2 monitoring (CO2M) mission and IUP member 
Dr. M. Buchwitz has been selected to be a member of the 

ESA/EU CO2M Mission Advisory Group (MAG). The CO2M 
mission evolves from the IUP lead CarbonSat initiative. 
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Figure 25: OCO-2 XCO2 and S5P NO2 (see colour bars on the left hand side) along with wind infor-
mation and the location of the Medupi and Matimba power plants (black crosses). The NO2 emission 
plume originating at the power plants is clearly visible and also the elevated XCO2 along the OCO-2 
orbit track. The derived CO2 flux is shown in the bottom left of this figure. The surrounding area is 
shown in the top right map and the bottom left figure shows XCO2 and NO2 columns along the OCO-2 
orbit track (source: Reuter et al., 2019). 

 

Emissions from CO2 emission hot 
spots such as power plants and 
cities 
Maximilian Reuter, Michael Buchwitz, Oliver Schneising, 
Sven Krautwurst, Andreas Richter, Heinrich Bovensmann, 
and John P. Burrows 

espite its key role in climate change, large uncertainties 
persist in our knowledge of the anthropogenic emis-

sions of carbon dioxide (CO2) and no global observing sys-
tem exists that allows us to monitor emissions from local-
ized CO2 sources with sufficient accuracy. The Orbiting Car-
bon Observatory-2 (OCO-2) satellite allows retrievals of the 
column-average dry-air mole fractions of CO2 (XCO2). How-
ever, regional column-average enhancements of individual 
point sources are usually small, compared to the back-
ground concentration and its natural variability, and often 
not much larger than the satellite’s measurement noise. This 
makes the unambiguous identification and quantification of 
anthropogenic emission plume signals challenging. Nitrogen 
dioxide (NO2) is co-emitted with CO2 when fossil fuels are 
combusted at high temperatures. It has a short lifetime on 
the order of hours so that NO2 columns often greatly exceed 
background and noise levels of modern satellite sensors 
near sources, which makes it a suitable tracer of recently 
emitted CO2. At IUP-Bremen a method has been developed 
to obtain information on CO2 emissions from localized emis-
sion sources such as coal-fired power plants and cities by 
combining OCO-2 XCO2 retrievals with Sentinel-5-Precursor 
(S5P) NO2 column retrievals. Figure 25 shows results ob-
tained for the Medupi and Matimba power plants in South 
Africa on 11 July 2018. 
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Figure 26: Time schedule and activities related to the development of a future European CO2 Moni-
toring and Verification Support (MVS) capacity (source: Janssens-Maenhout et al., 2020). 

 

IUP-Bremen contributions to a 
future system relevant for the 
Paris Climate Agreement 
Michael Buchwitz, Maximilian Reuter, Oliver Schneising, 
Heinrich Bovensmann, and John P. Burrows 

nder the Paris Agreement, progress of emission reduc-
tion efforts is tracked on the basis of regular updates to 

national greenhouse gas (GHG) inventories, referred to as 
bottom-up estimates. However, only top-down estimates 
based on atmospheric measurements can provide observa-
tion-based evidence of emission trends. Today, there is no 
internationally agreed, operational capacity to monitor an-
thropogenic GHG emission trends using atmospheric meas-
urements to complement national bottom-up inventories. 
The European Commission (EC), ESA, ECMWF, EUMETSAT, 
and experts, for example from IUP-Bremen, are joining forc-
es to develop such an operational capacity for monitoring 
anthropogenic CO2 emissions as a new CO2 service under the 
EC’s Copernicus program. Design studies have been used to 
translate identified needs into defined requirements and 
functionalities of this anthropogenic CO2 emissions Monitor-
ing and Verification Support (CO2MVS) capacity (Figure 26). 
A key component of this system is a constellation of CO2 
monitoring satellites, called CO2M (or CO2 Sentinel), which 
are based on the IUP-Bremen CarbonSat concept. 
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Figure 27: TROPOMI trace gas observations for the plume of the wild fires 
taken on August 10, 2018. Panels (a), (b), (d), and (e) show the CHOCHO, 
HCHO, NO2, and CO columns, respectively, using aerosol settings appro-
priate for the plume. Panel (f) shows the VIIRS RGB image with the fire 
locations overlaid. 

Unexpected long-range transport of glyoxal and 
HCHO from wildfires observed by TROPOMI 
Leonardo M. A. Alvarado, Andreas Richter, Mihalis Vrekoussis, Andreas Hilboll, Anna B. 
Kalisz Hedegaard, Oliver Schneising, and John P. Burrows

n August 2018, a high-temperature anomaly led to the out-
break of many fires in the Canadian western province of Brit-

ish Columbia, resulting in the emission of large quantities of 
particles and trace gases that in turn affected air quality in the 
region. Because of the magnitude and duration of the fires, 
large plumes of pollutants developed, which are readily seen as 
haze in RGB images taken by hyperspectral imagers from space 
(Figure 27). 

Using optical absorption spectroscopy in the UV, visible and NIR 
wavelength region, the amounts of several trace gases released 
by the fires can also be determined from space. Using data from 
the TROPOMI instrument on board the Copernicus Sentinel-5 
precursor satellite, carbon monoxide (CO), nitrogen dioxide 
(NO2), formaldehyde (HCHO) and glyoxal column amounts could 
be retrieved for several days during the 2018 fire season (see 
Figure 27). The large extent of the observed plumes and the 
high values found for all trace gases illustrates the large impact 
these fires were having on atmospheric composition. 

How far trace gases are transported in a smoke plume depends 
on their removal rate or atmospheric lifetime. CO has a com-
paratively long lifetime, and therefore, CO plumes from wild 
fires can be detected over long distances and even after many 
days of transport. NO2 on the other hand has a lifetime of only a 
few hours, and therefore is mainly found close to the fires. This 
difference is clearly visible from the maps in Figure 27.  

HCHO and CHOCHO are two volatile organic compounds (VOCs) 
which can be detected using absorption spectroscopy from 

 

 

 

 

 

 

 

 

 

 

space. They are both mainly formed in the atmosphere in the 
oxidation of other VOCs such as biogenically emitted isoprenes. 
CHOCHO is however also directly emitted by fires, and it is thus 
not surprising that high CHOCHO columns are found close to the 
fires in August 2018. As can be seen in Figure 27, both HCHO 
and CHOCHO are however found also in other parts of the 
plume, many hundred kilometres downwind of the fires. This is 
surprising as the atmospheric lifetimes of both VOCs are short 
and of the order of a few hours.  

In order to investigate this observation in more detail, forward 
calculations have been performed with the Lagrangian particle 
dispersion model FLEXPART. In this model, removal of particles 
from the atmosphere is simulated by a simple exponential de-
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Figure 28: Comparison of glyoxal columns observed by TRO-
POMI and the results of FLEXPART forward calculations from 
fire hotspots assuming different lifetimes for a tracer. The 
best agreement between model and measurements is found 
for a lifetime of 14.4 hours. 

cay with a pre-set lifetime. As emission rates from wildfires are 
highly uncertain, the emission fluxes from the Canadian wild-
fires are assumed to be proportional to fire radiative power 
(FRP). The emissions, prescribed in the model, are taken from 
the Global Fire Assimilation System (GFAS) daily FRP and plume 
height data. The model was then run forward in time for 120 h, 
releasing the tracer for the first 24 h (the full UTC day), assum-
ing no temporal variation throughout the day. Vertically, the 
emissions were evenly distributed over the range of mean alti-
tude of maximum injection heights given by the GFAS data for 
the respective location. The output of the simulation contains 
gridded mass concentrations for each time step. Here, a grid 
with a horizontal resolution of 0.03125◦ was chosen to match 
the resolution of the gridded satellite observations. Hourly 
output from the simulation was recorded and then vertically 
integrated to yield simulated tracer columns. This was repeated 
for a series of runs assuming different lifetimes for the tracer. 

While the absolute tracer column density from the model out-
put cannot be simply compared to the measurements, a com-
parison of the plume patterns and relative distribution between 
satellite observation and model output gives an indication 
about the meaningfulness of the prescribed mean lifetime. The 
results of such a comparison are shown in Figure 28, where 
contour lines of three FLEXPART runs with different lifetimes 
are overlaid on the TROPOMI CHOCHO observations. As can be 
seen, a lifetime of 2.9 hours does not reproduce observations at 
all. However, assuming 14.4 hours leads to remarkably good 
agreement between the simple forward calculation and the 
satellite measurements. 

Different explanations are possible for the apparent contradic-
tion between the short photochemical lifetime of CHOCHO and 
HCHO and the observed long-range transport. In principle, the 
complex photochemistry in the plume could lead to an extend-
ed lifetime of the two VOCs, but based on the expected high OH 

concentrations, the 
opposite should be 
the case. A second 
explanation could be 
an efficient recycling 
process via the aero-
sol phase, and this 
has been reported 
for glyoxal in some 
studies in the past. 
However, no such 
recycling mechanism 
is known for HCHO, 
which shows similar 
behaviour. The most 
probable explanation 
is therefore that 
other VOCs having longer atmospheric lifetimes are also emit-
ted by the fires, and CHOCHO and HCHO observed in the fire 
plumes are formed secondarily during transport instead of be-
ing emitted directly by the fires.  

In order to better understand the processes in the plume, 
chemical modelling is needed to fully represent the complexity 
of photochemistry, multi-phase chemistry and mixing in these 
fire plumes. 
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Figure 29: Long-term BrO time series over the Arctic region: (a) daily geomet-
ric BrO VCDs (1013 molec cm−2), (b) daily stratospheric BrO VCDs (1013 molec 
cm−2) and (c) daily tropospheric BrO VCDs (1013 molec cm−2). All figures show 
daily averages ≥ 70.0°N. GOME data are coloured in red, SCIAMACHY in blue, 
GOME-2A in green and GOME-2B in brown. 
 

Long-term time series of Arctic tropospheric 
BrO and its relation to first-year sea ice  
Ilias Bougoudis, Anne-Marlene Blechschmidt, Andreas Richter, Sora Seo, and John P. Burrows 

Bromine monoxide (BrO) plays a significant role in the atmos-
pheric chemistry of the Arctic. During polar springtime, epi-
sodes of strongly enhanced amounts of BrO have been ob-
served in the boundary layer for many years. The formation of 
these intense plumes of BrO results in tropospheric ozone de-
pletion, affecting the oxidizing capacity of the troposphere. The 
rapid and sudden appearance of BrO plumes over the Polar 
Regions has been called the “bromine explosion” and is ex‐
plained by an autocatalytic multiphase chemical cycle, which 
occurs on cold saline surfaces such as first year ice, snowpack or 
blowing snow. 

While the first bromine explosions were detected using in-situ 
and ground-based spectroscopic measurements, satellite ob-
servations have now become a much-used tool to monitor the 
BrO distribution and its changes over time on a regular basis in 
both the Arctic and Antarctic. The first BrO measurements from 
space were possible with the GOME instrument in 1996, fol-
lowed by the SCIAMACHY, OMI, GOME-2 and most recently 
TROPOMI instruments, which all provide data that can be used 
to retrieve BrO columns. Combining these observations results 
in a long-term dataset now covering more than 20 years that 
can be used to evaluate long-term trends and the effects of 
Arctic Amplification. 

While the basic measurement principle is the same for all these 
satellite instruments, they differ in spatial resolution, overpass 
time and also in their instrumental characteristics. Therefore, 
creation of a consistent data set has to be based on carefully 
chosen retrieval settings and evaluation of time periods where 

 

 

 

 

 

 

 

 

 

measurements from two instruments are available in order to 
create a seamless data set. 

In this study, data from the GOME, SCIAMACHY, GOME-2A and 
GOME-2B instruments have been unified and merged to one 
consistent time series (Figure 29). From the spectroscopic re-
trieval, column amounts integrated along the light path through 
the atmosphere are produced. These need to be corrected for 
the stratospheric contribution, which here is done with the help 
of a model based parametrisation using ozone and NO2 meas-
urements from the same sensor, and tropopause height from 
meteorological analysis as input (Theys et al., 2009). The result-
ing tropospheric columns are finally converted to vertical tropo-
spheric columns by applying an air mass factor, which is deter-
mined from radiative transfer calculations. The resulting time 
series are shown in Figure 29. 
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Figure 31: (a) Polar spring (MAM) mean time series of trop-
ospheric BrO VCDs over sea ice and first-year sea ice extent 
over the Arctic, (b) polar spring (MAM) mean time series of 
areas with BrO VCDs above the threshold of 7 × 1013 molec 
cm−2 and first-year sea ice extent over the Arctic. 

  

 
Figure 30: Scatterplots of tropospheric BrO VCDs for (left) GOME against SCIAMACHY 
(August 2002 to June 2003), (middle) SCIAMACHY against GOME-2A (March 2007 to 
March 2012) and (right) GOME-2A against GOME-2B (March 2013 to September 2017). 
The dashed black line in each scatterplot is the reference line, and the red one is the 
linear regression line. The units for all scatterplots are (1013 molec cm−2). 

For any trend analysis based on merged datasets, it is important 
to know how consistent the data set is between the individual 
time series from the different instruments. How good the 
agreement is in the merged BrO satellite data set is demon-
strated in Figure 30, where data for the three time periods with 
overlapping measurements are shown. 

Using this long-term data set, a trend analysis can be performed 
to investigate, whether or not Arctic springtime BrO has been 
constant or changing over time. As can be seen in Figure 31, a 
clear upward trend in BrO columns is observed with about 1.5% 
increase per year. In addition to the upward trend, there is large 
interannual variability, arguably as result of differences in me-
teorology and sea-ice coverage.  

The significant and systematic increase in BrO could be linked to 
recent changes in Arctic climate, which include a marked de-
crease in multiyear sea ice, increasing temperatures, and 
changes in cyclone occurrence frequencies. A detailed statistical 
analysis between sea ice and meteorological parameters and 
the BrO timeseries revealed, that there is a general correlation 
with the area of first-year sea ice (see Figure 31). This correla-

tion appears reasona-
ble as first year sea ice 
is more saline than 
multiyear ice, and thus 
favours bromine re-
lease. However, evalu-
ation of the spatial 
correlation between 
the change in first year 
sea ice coverage and 
BrO columns showed 
inconsistent results 
and an overall correla-
tion coefficient of only 
0.32 for daily data, 
indicating that other 
parameters such as 
meteorology also play a role. In particular the long-range 
transport of BrO by cyclones and the deposition and re-
emission of bromine on snow are mechanisms that may inter-
fere with a simple correlation analysis and need to be studied in 
more detail in the future. 
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Figure 32: Plume–light path geometry 
for three possible cases: when the 
plume is close to the instrument and 
completely covered by the UV path (a), 
when the plume is further away from 
the instrument than the UV scattering 
point and is only covered by the visible 
path (and ΔL) (b), and when the plume 
is located around the UV scattering 
point (c). 

Horizontal inhomogeneities in NO2 concentrations above a 
shipping lane observed using ground-based MAX-DOAS meas-
urements 
André Seyler, Andreas C. Meier, Folkard Wittrock, Lisa Kattner, Barbara Mathieu-Üffing, Enno Peters, Andreas Richter, Anja 
Schönhardt, and John P. Burrows 

Over the last decades, there has been a strong increase in ship 
traffic and shipping emissions of gas-phase pollutants, leading 
to an increasing contribution of shipping emissions to air pollu-
tion in coastal regions. Consequently, emission reduction 
measures have been enacted by the International Maritime 
Organization (IMO) globally as well as, more stringently, locally 
in so-called emission control areas (ECAs) like the North and 
Baltic seas. For NOx , the allowed emission rate depends on the 
rated rotational speed of the engine crankshaft (engine power 
and fuel efficiency) and is implemented in three tiers: Tier I 
(globally) for ships built between 2000 and 2010, Tier II (global-
ly) for ships built from 2011 onwards, and Tier III (locally in 
ECAs) for ships built from 2016 onwards, with the last one not 
yet implemented in the North and Baltic seas, shifted to 2021. 
In order to monitor the effectiveness of these measures as well 
as the overall impact of ship emissions on air quality, measure-
ments of air pollution from ships are required. 

One way of taking such measurements is by remote sensing 
using ground-based MAX-DOAS measurements from a station 
close to a shipping lane. Such measurements were performed 
from July 2013 to July 2016 on Neuwerk, an Island close to the 
shipping lane entering the river Elbe towards Hamburg harbour, 
measuring the shipping lane at 1° elevation under five different 
viewing azimuths (see Figure 33). The advantage of MAX-DOAS 
measurements is that in contrast to in-situ observations, they 
do not depend on emissions being transported to the instru-

ment. A disadvantage is that usually, the 
distance to the ship plume cannot be de-
termined, making assignment to individual 
ships difficult.  

This problem has been addressed by com-
bining measurements of NO2 taken simul-
taneously in the UV and visible spectral 
range. Due to increased Rayleigh scatter-
ing in the UV, the length of the light path 
is reduced as compared to measurements 
in the visible, and combination of the two 
measurements enables separation of close and more distant 
plumes (see Figure 32). This Onion Peeling approach was used 
to separate the measurements into two regions at different 
distance from the instrument. In Figure 33, two exemplary situ-
ations are shown where wind direction led to different distanc-
es of the emission plumes from the instrument. A rough esti-
mate of plume position is modelled by assuming constant emis-
sion from the moving ship and dispersion of a Gaussian plume 
(shown in grey). The light path averaged NO2 mixing ratios for 
the five viewing directions and the two segments are shown in 
colour, nicely reflecting the position of the ship plumes. The in-
situ instrument operating close to the MAX-DOAS measure-
ments picked up the signal only on the first day when wind 
brought emissions to the measurement site, but not on the 
second, when wind direction was less favourable.  
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Figure 34: Map showing the MAX-
DOAS path-averaged VMRs (coloured 
lines) and AirMAP vertical columns 
of NO2 (broad image stripe beneath) 
on 21 August 2013 around 9:53 UTC 
(11:53 LT). Magenta triangles show 
current ship positions and course, 
and magenta numbers denote the 
ship length. The modelled plumes 
(for the MAX-DOAS measurement 
time) are shown in grey, with the 
lightness of the grey shading repre-
senting the plume age. The time 
difference between AirMAP and 
MAX-DOAS measurements is indi-
cated in the map at specific parts of 
the flight track. Wind direction and 
speed are shown with a meteorolog-
ical wind barb. 

  
 

 
Figure 33: Comparison of two situations with ship emissions being close to the 
instrument (left) and farther away (right). Horizontal light path lengths and 
corresponding path-averaged volume mixing ratios of NO2 for five viewing 
directions are shown as coloured lines and the in situ NO2 VMR as a coloured 
dot at the location of the instrument. Magenta triangles show the ship position 
and course, with larger triangles for larger ships. The modelled plumes are 
shown in grey, with the lightness of the grey shading representing the plume 
age. The broader plume in the eastern part of the right map originates from 
the Wilhelmshaven power plants.  

The plume model also can be used to improve the estimate of 
the NO2 mixing ratio in the emission plume. While the MAX-
DOAS measurements only provide the NO2 column integrated 
along the (partial) light path, the plume model can give an esti-
mate of the plume width, which can be used to derive an esti-
mate of the in-plume mixing ratio. 

The values derived by this method can be validated by compari-
son with measurements from the airborne AirMAP instrument, 
which flew several transects along MAX-DOAS viewing direc-
tions in August 2013. The AirMAP is an imaging spectrometer, 
measuring NO2 with the same absorption spectroscopy method 
as MAX-DOAS. Thanks to its nadir-viewing geometry and the 
ability to simultaneously observe several positions across-track, 
it creates a map of the spatial distribution of NO2 along its track, 
which can be compared to the MAX-DOAS retrievals. An exam-
ple of such a comparison is shown in Figure 34. As can be seen, 
the NO2 enhancements observed by AirMAP nicely fit to the 

plume positions derived with the plume 
model. Small offsets are due to the time 
differences between measurements and 
model as indicated in the figure. The NO2 
distribution observed by AirMAP confirms 
the two-segment NO2 distribution from the 
MAX-DOAS measurements. 

A more quantitative comparison can be 
obtained if both MAX-DOAS and AirMAP 
measurements are converted to in-plume 
mixing ratios. This conversion can be based 
on either the modelled plume position and 
size, or on an estimate of both combining 
AirMAP and MAX-DOAS geometrical infor-
mation. The two approaches lead to very 
similar estimates in the AirMAP-
measurements (4.7±3.0 ppb and 4.5±2.7 
ppb), in good agreement with the MAX-
DOAS estimate of 3.6±1.8 ppb. 
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Figure 35: Evolution of the stratospheric aerosol 
extinction coefficient before and after the Ambae 
eruption as seen by the OMPS-LP instrument.  
Upper panel: extinction coefficient as a function of 
the latitude and time at the altitude of 18.5 km. 
Middle panel: same as the upper panel but for the 
altitude of 20.5 km. Lower panel: vertical distribu-
tion of the Ambae plume integrated over the 
tropics. The black triangle marks the location of 
the Ambae volcano and time of the strongest 
eruption. 

Ambae volcanic eruption observed by the OMPS-LP in-
strument 
Alexei Rozanov, Elizaveta Malinina-Rieger, and John P. Burrows

tratospheric aerosols play an important role in the Earth 
system and in climate.  Through the scattering of solar 

radiation back to space and by heating the stratosphere 
through the absorption of thermal infrared radiation 
upwelling from the troposphere, stratospheric aerosols 
impact the radiative forcing and thus the energy balance of 
the Earth’s atmosphere. By providing a surface for hetero‐
geneous reactions, which release reactive halogens, strato-
spheric aerosols contribute to the catalytic depletion of 
ozone.  

The background state of stratospheric aerosols is formed by 
the upwelling of the source gases such as carbonyl sulphide 
and dimethyl sulphide. Large-scale changes to the strato-
spheric aerosol layer are primarily driven by moderate and 
large volcanic eruptions, which emit sulphur dioxide directly 
into the upper troposphere lower stratosphere (UTLS) re-
gion. The most prominent volcanic eruptions during the last 
years were those of Ambae and Raikoke volcanos, occurring 
in 2018 and 2019, respectively. Other relevant mechanisms 
perturbing the background state of the stratospheric aero-
sols are the transport of biomass burning products by con-
vective clouds and transport of sulphur from anthropogenic 
fossil fuel combustion with the Asian Monsoon.  

One of the widely used sources of information on strato-
spheric aerosol characteristics is the retrieval of aerosol 
extinction coefficients from space-borne measurements in 
the visible and near-infrared spectral range of solar light, 
scattered by or transmitted through the Earth’s atmosphere.  

To resolve the vertical structure of the 
aerosol extinction coefficient, meas-
urements in limb or occultation view-
ing geometry (i.e. when instrument 
looks tangentially through the atmos-
phere) are used. From the satellite 
instruments capable of performing 
this kind of measurements, only three 
are currently in operation: OSIRIS on 
Odin (Llewellyn et al., 1997), OMPS-LP 
on Suomi-NPP (Flynn et al., 2014) and 
SAGE III on ISS (Cisewski et al., 2014). 
From these, the OMPS-LP instrument 
features the best spatial and temporal 
coverage.  

The IUP Bremen team has developed 
an algorithm to retrieve vertical pro-
files of the aerosol extinction coeffi-
cient from OMPS-LP measurements at 
a wavelength of 869 nm. The retrieval 
is done between 10.5 and 33.5 km 
using the measurement at 34.5 km 
tangent height as the reference (i.e. 
measurements at tangent heights 
between 10.5 and 33.5 km are nor-
malized by the measurement at 34 km 
tangent height). An effective Lamber-
tian albedo is simultaneously re-
trieved using the sun-normalized 
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spectrum at 34.5 km. Further details on the retrieval algo-
rithms can be found in (Malinina et al., 2020). 

The database of the aerosol extinction coefficients retrieved 
from OMPS-LP measurements at IUP Bremen was used to 
investigate the evolution of the volcanic plume after the 
eruption of Ambae in July 2018. Ambae (or Aoba) island is 
located in the South Pacific in Vanuatu (15.39°S, 167.84°E) 
being a shield volcano with three lakes in its caldera. Accord-
ing to the Smithsonian Institution (2019) database, the ac-
tive period of 2017-2018 was the strongest ever for this 
volcano. This period started on the 6 September 2017 and 
lasted over a year ending on the 30 October 2018. For the 
stratospheric aerosol community, the most essential are the 
eruption phases when SO2 was injected above the tropo-
pause. The most severe was the eruption on the 27 July 
2018 injecting SO2 and volcanic ash into the UTLS region (at 
about 17 km altitude). 

To evaluate the plume evolution after the Ambae eruption, 
we analyse the extinction coefficients of the stratospheric 
aerosol averaged over 10-day periods and over all longi-
tudes. The upper two panels of Figure 35 show the plume 
development at altitude levels of 18.5 and 20.5 km, respec-
tively. In early May 2018, the plume from the previous, 
weaker eruption occurring on the 6th of April becomes ap-
parent at 18.5 km. The perturbation of the aerosol load at 
20.5 km from this eruption is rather negligible. After the 
eruption in late July 2018, the aerosol extinction increases at 
the source location without any significant time lag. This is 
most probably caused by the volcanic ash erupted directly to 
this altitude. In about two weeks, the volcanic plume starts 
to spread both northwards and southwards and is located 
between the equator and 35°S in early September, reaching 
45°N in November – December 2018. In the southern hemi-
sphere, the plume at 18 km mixes with that from the previ-

ous weaker eruption. An increased aerosol loading is ob-
served south of 35°S in September intensifying further with 
time. By the middle of October, the plume starts to vanish 
around the equator and continues weakening over time. At 
20.5km, the plume appears in mid-September at around 
10°S, spreads then both northwards and southwards and 
reaches its maximum in November 2018.  

The vertical distribution of the aerosol plume is presented in 
the bottom panel of Figure 35. Since most of the plume 
stayed in the tropical region, the stratospheric aerosol ex-
tinction data were averaged between 20°S and 10°N. It is 
seen that the perturbation of the aerosol extinction after 
the Ambae eruption reached the altitude of about 23.5km 
and the plume started relaxing towards the end of 2018. It is 
worth noting that the vertical lofting of the volcanic plume is 
related to the Brewer-Dobson Circulation with the upward 
branch in the tropics. The patterns seen in the bottom panel 
of Figure 35 are a prime example of the stratospheric tape-
recorder effect. 

In Malinina et al. (2020), the volcanic plume evolution was 
compared to simulations with the MECHAM5-HAM model 
(Stier et al., 2005) and a good agreement in the shape and 
intensity of the observed and modelled plumes was found. 
However, the vertical transport in MECAM5-HAM was found 
to be slightly weaker. The tropical radiative forcing caused 
by the increase in stratospheric aerosols due to the Ambae 
eruption was estimated to be about -0.13 W/m2.   
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Figure 36: SCIAMACHY irradiance variations in 
various time periods and comparison with 
SIM/SOLSTICE and the empirical model SATIRE-S 
(Hilbig et al., 2020). Periodic signals show variations 
in the solar radiation with the solar rotation of 
approximately 27 days. Variations are on the order 
of a few tenths of a percent. 
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Solar Variability 
Mark Weber, Tina Hilbig, Klaus Bramstedt, Stefan Noë,l and John P. Burrows 

pace-borne UV spectrometers dedicated for atmospheric 
measurements usually also take regular observations of 

the sun. The daily solar spectral irradiance (SSI), itself, is also 
of large scientific interest as it allows us to investigate irra-
diance variability due to solar magnetic activity on daily to 
decadal time scales. Daily SSI irradiance data from space are 
now available going back to the late 1970s from several 
atmospheric sounders in combination with dedicated solar 
missions. 

A big challenge for space UV spectral measurements is the 
optical degradation due to harmful UV radiation and 
polymerisation of optical surfaces that lead to blinding of 
the instruments. Complex degradation corrections must be 
applied to obtain reliable time series. Particularly in the 
visible spectral range, large uncertainties still exist. Consid-
erable efforts were undertaken to recalibrate SCIAMACHY 

solar irradiance data using an opti-
cal bench simulator and a mirror 
model that accounts for contami-
nation of the external mirror sur-
face. An improved solar reference 
spectrum from SCIAMACHY cover-
ing the optical spectral range from 
UV to SWIR spectral was estab-
lished (Hilbig et al. 2018). Recent 
research focused on improving 
irradiance time series from SCI-
AMACHY (Hilbig et al., 2020).  

Improvements in the radiometric 
calibration were achieved by prop-
er calibration of the azimuthal scan 
mechanism containing a diffuser 

S 



 

37 

 
Figure 37: Comparisons of solar activity in solar cycles 21 to 24 using the Bre-
men Mg II Composite Index. The thick curves show the Mg II index time series 
twice smoothed with a 55-day boxcar. Dates of minima of solar cycles 
(YYYYMMDD) were determined from the smoothed Mg II index. UV solar activi-
ty was lower in solar cycle 24 compared to the three previous cycles (Daily 
updates available from http://www.iup.uni-bremen.de/UVSAT/Datasets/mgii ). 

and by use of the internal white-light-source (WLS). An ex-
ample of SCIAMACHY irradiance time series at about 490 nm 
is shown in Figure 36, demonstrating good agreement with 
other data.    

From the solar data of UV atmospheric sounders like GOME, 
GOME-2, and SCIAMACHY as well as other satellite missions, 
solar proxies can be derived that are largely insensitive to 
instrument degradation. A popular such proxy is the Mg II 
core-to-wing ratio (Mg II index) which is derived from the 
Mg II doublet observed at 280 nm. This index is often used 
for SSI reconstruction in solar or climate models to investi-
gate the atmospheric effects from direct solar radiation. We 
derive the Mg II indices from GOME, SCIAMACHY, and 
GOME-2 observations and combine them with other availa-
ble datasets to create the Bremen Composite Mg II index 
(Snow et al., 2014, 2019). This index shows the changes with 
the Schwabe (11-year magnetic activity) and Carrington (27-
day solar rotation) cycles and now spans more than 40 years 
(Figure 37). The last solar cycle (SC24) was less active and its 
duration (slightly above 9 years) shorter than the three solar 
cycles before. The current solar activity is now at a raise 
again after a quite prolonged solar minimum. 
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Figure 38: Arctic March mean total ozone (DU) from TROPOMI in (a) 2019 and (b) 2020, 
representative for years with average conditions and above-average-sized polar vortices, 
respectively. (c) Difference (DU) between mean March 2020 and 2019 total ozone. The total 
ozone was retrieved using WFDOAS (weighting function DOAS) V4 

 
Figure 39: Time-altitude cross-section of estimated ozone loss in late Arctic 
winter and early spring (a) from SCIAMACHY in 2011 and (b) from OMPS-LP in 
2020. The daily ozone loss was determined from the difference between Arctic 
vortex-mean passive ozone profile from TOMCAT and observed ozone profiles. 
The mean ozone ozone loss was slightly above 2.1 ppmv  (80%) at the potential 
temperature level 450 k (~18 km altitude) by the end of March. Polar-vortex 
averaged zone losses were of comparable magnitude in Arctic winter 2010/11 
and 2019/20. 

The unusual stratospheric Arctic win-
ter 2019/2020: Record ozone loss  
Mark Weber, Carlo Arosio, Alexei Rozanov, Andreas Meier, Andreas 
Richter, Kai-Uwe Eichmann, and John P. Burrows

atellite observations of relevant trace gases, together 
with meteorological data from ERA5, were used to de-

scribe the dynamics and chemistry of the spectacular Arctic 
2019/20 winter/spring season. Exceptionally low total ozone 

values of slightly less than 220 DU were observed within an 
unusually large stratospheric polar vortex in mid-March (see 
also Figure 38). This was associated with very low tempera-
tures and extensive polar stratospheric cloud formation, a 
prerequisite for substantial springtime ozone depletion. 
Very high OClO and very low NO2 column amounts observed 
by GOME-2A were indicative of unusually large active chlo-
rine levels and significant denitrification, which likely con-
tributed to large chemical ozone loss.   

Using results from the TOMCAT chemical transport model 
(CTM) and ozone observations from S5P/TROPOMI, GOME-2 
(total column), SCIAMACHY and OMPS-LP (vertical profiles) 
chemical ozone loss was evaluated and compared with the 
previous record Arctic winter 2010/11. The polar-vortex-
averaged total column ozone loss in 2019/20 reached 88 DU 
(23%) and 106 DU (28%) based upon observations and mod-
el, respectively, by the end of March, which was similar to 
that derived for 2010/11. The total column ozone loss is in 
agreement with OMPS-LP-derived partial column loss be-
tween 350 K and 550 K to within the uncertainty. The maxi-
mum ozone loss (~80%) observed by OMPS-LP was near the 
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Figure 40: Participants of the ISOGG (Improved Spectroscopy for satellite measure-
ments Of Greenhouse Gases) research 

450K potential temperature level (~18 km altitude, see Fig-
ure 39). Because of the larger polar vortex area in March 
2020 compared to March 2011 (about 25% at 450 K), ozone 
mass loss was larger in Arctic winter 2019/20. 

March-mean polar-cap-mean modelled chemical column 
ozone loss reached 78 DU similar to that in 2011. However, 
weak dynamical replenishment of only 59 DU from Decem-
ber to March was key to producing the very low (<220 DU) 
column ozone values. A model simulation with peak ob-
served stratospheric total chlorine and bromine loading 
(from the mid-1990s) shows that gradual recovery of the 
ozone layer over the past two decades ameliorated the 
polar cap ozone depletion in March 2020 by about 20 DU 
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Molecular spectroscopy in support of earth remote sensing 
Victor Gorshelev, Mark Weber, Heinrich Bovensmann, and John P. Burrows 

lgorithms that retrieve trace gas amounts from remote-
ly sensed spectral data rely, among others, on spectro-

scopic data characterizing the molecular absorption. Errors 
and uncertainties in spectroscopic data often limit the accu-
racy of the retrieval results.  

Although numerous spectroscopic datasets based on labora-
tory measurements and theoretical considerations are al-
ready available, in many cases they are not of sufficient 
quality and there is still room for improvements that benefit 
the retrieval accuracy. 

Advances in experimental instrumentation and setups allow 
us to produce spectroscopic parameters with lower uncer-
tainties. Acquisition of high-quality spectroscopic data for 
remote sensing applications is an essential part of the exper-
imental activity at our Molecular Spectroscopy Laboratory. 
In our laboratory, we perform spectroscopic measurements 

using an Echelle spectrometer covering the UV spectral 
region and a Fourier transform spectrometer (FTS) encom-
passing the near UV, visible, and near IR. Several absorption 
cell setups with extended cooling capacities allow us to 
measure molecular absorption cross-sections at atmospher-
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Figure 41: Artist’s conception of the MERLIN satel‐

lite, which will monitor atmospheric methane 

using a lidar instrument. (CNES/Illustration D. 

Ducros). 

 

ically relevant temperatures ranging from -80°C to room 
temperature. 

Several research projects are currently ongoing in the Mo-
lecular Spectroscopy Laboratory. 

In late 2020 the ISOGG (Improved Spectroscopy for satellite 
measurements Of Greenhouse Gases) was started. It is a 
joint international effort of several research groups (Figure 
40). The goals and objectives of this project include the 
provision of improved spectroscopic data of CO2, O2, and 
possibly H2O and CH4 required for the currently operational 
and upcoming remote sensing missions (CarbonSat/CO2M, 
Sentinel-5P/TROPOMI, and Sentinel-5/UVNS). 

Following tasks are planned to achieve the project goals: 

1. Perform literature survey and determine the re-
quirements for spectroscopic data. The resulting 
work plan for new spectroscopic measurements 
will fill the gap between the existing spectroscopic 
data and the requirements. 

2. Perform spectroscopic measurements of relevant 
species in several laboratories with extensive expe-
rience in quantitative spectroscopy. 

3. Investigate whether combined analysis including 
spectra from other sources is beneficial. Other 
spectroscopic data products may also be merged in. 

4. Perform validation of the new spectroscopic data 
using high resolution ground-based solar occulta-
tion instruments. 

Current primary research activity is dedicated to MERLIN 
(Methane Remote Sensing LIDAR Mission) which is a joint 
French - German mission facilitating methane observations 
in the Earth atmosphere. Destined to launch in 2024, MER-
LIN will use a LIDAR Instrument (Light Detection and Rang-

ing) to track and observe the 
greenhouse gas from an orbit at 
500 km altitude (Figure 41). The 
mission goal is the generation of 
global maps of methane concen-
tration distribution. In addition, 
MERLIN will allow us to determine 
which regions act as methane 
sources and sinks. 

Within the SMERLIN (Spectroscopy 
for MERLIN) project, laboratory 
measurements and corresponding 
data analysis involving advanced 
absorption line shape profiles are 
being performed in order to de-
termine line parameters for CH4 in the spectral region used 
by MERLIN (6074- 6078 cm-1, focus on the vicinity of R(6) 
manifold at 6077 cm-1, or 1.64 µm (Figure 42). 

Other recent measurement campaigns of the Molecular 
Spectroscopy Laboratory include the acquisition of ozone 
absorption cross-sections in the UV-VIS-IR spectral range 
from 210 to 1100 nm at an unprecedentedly large number 
of temperatures and selected methane absorption lines and 
bands in the short-wave infrared (SWIR). 

The Molecular Spectroscopy Laboratory is also involved in 
several educational projects, introducing the basic practical 
concepts of absorption spectroscopy to high school students 
and participating in the international postgraduate pro-
gramme in Environmental Physics. 



 

41 

 
Figure 42: Multispectrum fit results of the six air-broadened spectra in the 
2ν3 R(6) 12CH manifold region. (a) All the spectra (normalized to their peak 
absorption) considered.  Measurements are represented using dots while 
lines are for the modelled absorptions. (b) The fit residuals (observed 
minus calculated) using the first-order line-mixing HTP (expanded scale × 
100); (c) those obtained using the first-order line-mixing speed-dependent 
Voigt profile; (d) the fit residuals obtained with the VP. The wavenumber 
position of the MERLIN “online” position is indicated as a thick black line. 
(Source: Delahaye et al, 2016). 
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Figure 43: Onion peeling DOAS fit results for orbit 8014 (11 
September 2003) (from Noël et al., 2020). The circle in the left 
plots marks the transmission value used in the subsequent 
extinction retrieval for the specific wavelength. 

Derivation of Stratospheric Aerosol Extinction Pro-
files from SCIAMACHY Solar Occultation Measure-
ments 
Stefan Noël, Klaus Bramstedt, Alexei Rozanov, Elizaveta Malinina, Heinrich Bovensmann, and John 
P. Burrows 

etween 2002 and 2012, the SCanning Imaging Absorption 
spectroMeter for Atmospheric CHartographY (SCIAMACHY) 

on Envisat provided measurements of a large number of at-
mospheric constituents in different viewing geometries. 

Here, we present results for stratospheric aerosol extinctions 
based on the analysis of SCIAMACHY solar occultation meas-
urements at about 50-70°N (see Noël et al., 2020, for details). 

The basic input for the aerosol retrieval are transmission spec-
tra for different tangent altitudes. The derivation and calibra-
tion of these spectra is a complex task, mainly because the 
SCIAMACHY solar occultation measurements involve continuous 
vertical scans over the sun disk. This results in a variation of the 
measured signal, which needs to be corrected considering e.g. 
also effects of atmospheric refraction. 

The retrieval method is a two-step approach, which consists of 
(1) an onion-peeling DOAS (Differential Optical Absorption 
Spectroscopy) retrieval (see e.g. Noël et al. 2018) to remove 
contributions of Rayleigh scattering and trace gas absorptions, 
and (2) a subsequent (also onion-peeling based) aerosol profile 
retrieval using as main input the transmissions at a given wave-
length derived from the background polynomial fitted in step 
(1), see Figure 43. 

The extinction retrieval method is in principle applicable to all 
measured wavelengths. Currently, we concentrate on 452, 525 
and 750 nm, for which also correlative data sets are available. 

Reasonable results are 
obtained between about 
15 and 30 km altitude, 
see Figure 44. Collocated 
SAGE-II data (obtained 
from NASA-Langley) and 
results from the SCIAMA-
CHY limb aerosol product 
V1.4 (see Rieger et al., 
2018) are also shown. 

Further comparisons (see 
Noël et al., 2020 for de-
tails) involving also other 
data sets reveal in gen-
eral a very good agree-
ment of extinctions at 
452 and 525 nm. For 750 
nm, the results of the 
comparisons are less 
conclusive as different 
offsets are observed for 
different instruments. A common feature of the SCIAMACHY 
solar occultation data is however the appearance of small verti-
cal oscillations, which was also seen in corresponding trace gas 
products. 

B 
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Figure 45: Time series of relative 
aerosol extinction anomalies from 
SCIAMACHY solar occultation for 
452, 525 and 750 nm (from Noël et 
al., 2020). 

 

 

 
Figure 44: SCIAMACHY aerosol extinction 
profiles for orbit 8014 (from Noël et al., 2020). 

For the analysis of time series these oscillations are of 
minor importance, because they vanish after the compu-
tation of monthly anomalies, see Figure 45. These anom-
alies show at the lower altitudes clearly the increasing 
extinctions after major volcanic eruptions impacting 
higher latitudes and occurrences of polar stratospheric 
clouds (PSCs). Above 25 km a regular variation of extinc-
tions is observed, which can be attributed to dynamical 
effects caused by the quasi-biennial oscillation (QBO). 
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Figure 46: AOT retrieved using satellite data (POLDER)  and 

ground-based measurements of AOT from ARM stations 
over central US. 

Retrieval of aerosol optical thickness and surface pa-
rameters based on multi-spectral and multi-viewing 
space-borne measurements  
Marco Vountas, Linlu Mei, and John P. Burrows 

erosols in the terrestrial atmosphere play an important role 
at various levels. When extracted from their gaseous medi-

um, they are frequently measured as particulate matter and are 
important air quality agents. Being able to reduce the visibility 
significantly, they also have an impact on aviation security. 
Moreover, they have a direct climate effect due to their ability 
to backscatter and absorb solar radiation. Furthermore, cloud-
aerosol interaction remains a large uncertainty in predicting 
future climate. In this context, the Aerosol Optical Thickness 
(AOT) is an important parameter describing the overall atmos-
pheric aerosol burden. 

Several approaches are used to retrieve Aerosol Optical Thick-
ness from satellite measurements. Different approaches pro-
vide different accuracies depending on the quality of the under-
lying retrieval assumptions and the quality of the underlying 
satellite data. Another aspect which governs the quality of the 
AOT retrieval is the overall information content provided by the 
satellite instrument. 

Recent work at the Institute of Environmental Physics exploits 
the potential of the satellite instrument POLDER which used  
multi-spectral and multi-viewing capabilities for the retrieval of 
suspended liquid or solid particles in air (also known as aero-
sols),  as well as surface properties. This instrument provides 
significant inherent information and is thought to be one of the 
best available choices for accurate AOT retrievals.   This study 
aims at retrieving AOT and surface reflectance at high quality, 

which are important quantities 
for the modelling community as 
well as crucial parameters for 
air quality assessment from 
space. The agreement of the 
first results with ground-based 
measurements, as shown in 
Figure 46 is very promising: the  
color-coded points at the cen-
tre of each station representing 
the ground-truth are close to 
the retrieved values based on 
satellite data shown in the 
surrounding.  

Research in this area is of par-
ticular relevance because with-
in the next decade, a fleet of upcoming satellite instruments will 
provide measurements similar to POLDER, which can be evalu-
ated with the newly developed methodology. 
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Figure 47: AOT retrieved using satellite data (POLDER) and compared to ground-based meas-

urements of AOT from AERONET (a federated aerosol measurement network). 

Retrieval of Aerosol Optical Thickness in the Arctic Snow-Covered Regions 
Using Passive Remote Sensing: Impact of Aerosol Typing and Surface Re-
flection Model 
Linlu Mei, Vladimir Rozanov, Marco Vountas, and John P. Burrows 

n parallel but not methodologically identical to the study 
described in the previous section, an approach was developed 

which retrieves the AOT over snow and ice covered regions. 
Here, as well as in the above-mentioned companion study, data 
of POLDER have been used because of the high intrinsic infor-
mation content of the instrument. The task of retrieving AOT 
over the cryosphere is even more challenging than for the mid- 
and low latitudes as the bright surface is highly variable and not 
well characterized. The cryosphere in the Arctic is of special 
importance because the Arctic environment faces rapid changes 
in many ways. One of the most important changes is Arctic 
Amplification, which refers to a recent surface air temperature 
increase in the Arctic, which is approximately twice as large as 
the global average.  The reasons for this temperature change 
are thought to be dominated by atmospheric processes and a 
change in Arctic aerosols might play a subtle role. 

Figure 47 shows the comparison of the retrievals with this novel 
approach compared to ground based measurements of AOT in 
the Arctic for the whole year of 2006. According to the figure, 
several features of the temporal evolution of the AOT over 
ground-based stations are well captured. Especially the so 
called Arctic Haze is retrieved very well using the new approach 
for POLDER data.  
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Figure 48: Retrievals of Cloud Optical Thickness (COT) 
and Cloud Effective Radius (CER) accounting for aero-
sol contamination and the retrieved Aerosol Optical 
Thickness (AOT) above the cloud. 

Extending Remote Sensing retrievals to Aerosol and Cloud 
Conditions 
Marco Vountas, Vladimir Rozanov, Luca Lelli, Linlu Mei, and John P. Burrows 

erosols may change cloud properties  and their radiative 
properties, as well as perturb cloud lifetime, and the cloud 

precipitation efficiency. Therefore, aerosol particles are im-
portant players with respect to climatological  considerations 
and within the hydrological cycle, mediated by the clouds, 
which act as water reservoirs in the atmosphere.  

However, the satellite-based retrieval of cloud optical proper-
ties for aerosol contaminated water cloud is challenging. Con-
ventionally, cloud optical data products are derived, ignoring 
the aerosol impacts on radiative transfer in the retrieval pro-
cess.  This is problematic in regions where aerosol is advected 
towards clouds. A region relevant for such mixed scenes is 
Western Africa where aerosol and clouds coexist. For example, 
about 80% of Saharan and Namibian dust aerosol cases are 
located above clouds, while about 60% of biomass burning 
aerosols are located within cloud. A new approach has thus 
been proposed which was validated and used over the Atlantic 
Ocean close to the dust and biomass burning sources. 

Case studies illustrate that the retrieval algorithm shows rea-
sonable and promising cloud and aerosol properties for the case 
when both cloud and aerosol exist. The consistent patterns (see 
Figure 48) compared to standard cloud products (which are 
typically not accounting for aerosol contamination) demon-
strate that aerosol effects must be considered properly in the 
cloud retrieval to avoid biases in satellite-derived cloud proper-
ties. 
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Figure 49: CH4 plume as measured by MAMAP during the COMET campaign. The plume is origi-
nating from a cluster of coalmine ventilations shafts (blue triangles). Emissions of approx. 9.2 
tCH4/hr were derived from the data, which agree within their error bars with the reported 
emissions of 9.7 tCH4/hr (Krautwurst et al., 2020). 

Zofiowka Pniowek

Greenhouse gas observations from 
aircraft: Towards the next genera-
tion of the Methane Airborne Map-
per 
Konstantin Gerilowski, Sven Krautwurst, Jakob Borchardt, Michael 
Buchwitz, John P. Burrows, and Heinrich Bovensmann 

mplementation of political measures for a global reduction 
of greenhouse gas emissions of carbon dioxide (CO2) and 

methane (CH4) necessitates an effective monitoring of these 
gases. Both, CO2 and CH4 have strong sources on small spa-
tial scales (point sources to a few km). These include for 
example CO2 from power plants, volcanoes and cities, or CH4 
from fossil fuel production (coal, gas, oil), landfills and geo-
logical seeps. Airborne remote sensing of atmospheric GHG 
distributions, so-called greenhouse gas imaging, could close 
an important information gap on small spatial scales. At IUP 
Bremen, the development and application of the airborne 
spectrometer system called MAMAP (Methane Airborne 
MAPper) demonstrated that imaging the spatial distribution 
of atmospheric GHG concentrations in the vicinity of strong 
sources can be used to infer the emission strength of the 
sources. The spectrometer uses solar absorption spectros-
copy in the near and short-wave infrared, similar to the 
satellite sensors SCIAMACHY, GOSAT, or Sentinel-5P to de-
rive very accurate (precision better < 0.3%) gradients in 
atmospheric CO2 and CH4 with a spatial resolution of approx. 
50 m over spatial scales of several km.  

During the years 2019 – 2020, the main focus of the MAMAP 
group at IUP Bremen was the data analysis of the COMET 
measurement campaign in Upper Silesian Basin (Poland) in 

2018 and the development of the successor of MAMAP, the 
MAMAP2D system.  

The coal mining area in the Upper Silesian Basin around the 
city of Katowice, Poland, is the largest sources of methane 
gas emissions in Europe and was the focus of the COMET 
(Carbon dioxide and Methane Mission) measurement cam-
paign in May/June 2018. The IUP instrument MAMAP was 
flown on board the Cessna aircraft owned by the Free Uni-
versity of Berlin, to collect data on CH4 emissions from 
coalmine ventilation shafts. We use these airborne remote 
sensing observations in combination with wind field data to 
assess bottom-up estimates of coal mining emissions. The 
analysis reveals that emissions from small groups of shafts 
can be disentangled (see Figure 49). Comparison to known 
hourly emissions, where available, shows good agreement 
with the computed fluxes within the uncertainties (Kraut-
wurst et al., 2020). 

Beside the analysis of the data from the COMET campaign, 
the team at IUP Bremen also prepared for a new campaign 
(HALO COMET 2.0 Artic) in late summer 2022 and continued 

I  
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Figure 50: MAMAP Team during integration of the MAMAP2D 
prototype sensor. 

the development of the 2-dimensional imaging sensor for 
CH4 and CO2 quantification, MAMAP2D. Despite the difficul-
ties encountered as result of the measures taken to limit the 
spread of the COVID-19 pandemic, some good progress was 
made in the areas of 2D data analysis using AVIRIS-NG data 
(Borchardt et al., 2020) and integration of the MAMAP2D 
prototype sensor (see Figure 50). MAMAP2D will allow to 
perform similar measurements as MAMAP (1D), but on time 
scales of approx. 10 minutes instead to several hours. This 
will improve the detection limit for small sources by nearly 
an order of magnitude, thereby opening new application 
areas for the instrument.   

The activities of the IUP MAMAP team are funded by the 
DFG (COMET), the BMBF (via DLR-PT, AIRSPACE project) and 
the University of Bremen. 

References 

Borchardt, J., Gerilowski, K., Krautwurst, S., Bovensmann, H., 
Thorpe, A. K., Thompson, D. R., Frankenberg, C., Miller, C. E., Du-
ren, R. M., and Burrows, J. P.: Detection and Quan-tification of CH4 
Plumes using the WFM-DOAS retrieval on AVIRIS-NG hyperspectral 
data, Atmos. Meas. Tech. Discuss., https://doi.org/10.5194/amt-
2020-275, in review, 2020. 

Krautwurst, S., Gerilowski, K., Borchardt, J., Wildmann, N., Galkow-
ski, M.,, Swolkien, J., Marshall, J., Fiehn, A., Roiger, A., Ruhtz, T., 
Gerbig, C., Necki, J., Burrows, J.P., Fix, A.,  Bovensmann, H., Quanti-
fication of CH4 coal mining emis-sions in Upper Silesia by passive 
airborne remote sensing observations with the MAMAP instrument 
during CoMet, submitted to Atmospheric Chemistry and Physics 
(ACP),  MS No.: acp-2020-1014, 2020. 



 

49 

 

Figure 51: Example of pollution plumes probed during the EMeRGe flight on 26.07.2017. 
The backward trajectories (bottom) confirm the contact of the probed air masses with the 
outflow of London (red star). The position of HALO over the flight track (in black) is indi-
cated (white star). Mixing ratios measured by IPA-DLR (CO, O3, NO and NOy), IUP-UB (sum 
of peroxy radicals, RO2*), KIT (benzene, BEN) and MPIC (black carbon, BC) are depicted 
(top left). On the top right, this part of the 3-D flight track, colour coded with measured 
CO mixing ratios, is also shown. Capital letters indicate main track changes. 

Transport of atmospheric pollution 
originating in European major popula-
tion centres 
Maria Dolores Andrés Hernández, Midhun George, Yangzhuoran Liu, 
John P. Burrows, and the EMeRGe team. 

 he atmospheric effect of pollutants originating in large urban 
conurbations and megacities is a central point of investigation 

of the DFG project EMeRGe (Effect of Megacities on the Transport 
and Transformation of Pollutants on the Regional to Global scales, 
www.iup.uni-bremen.de/emerge/). EMeRGe is a German consorti-
um of five universities and five research centres under the scientific 
coordination of IUP at the University of Bremen. In addition, 50 
other institutions from 16 countries are currently involved in the 
international research partnership named EMeRGe international 
for facilitating a comprehensive integrated analysis of complemen-
tary observations.  

The EMeRGe intensive observational period in July 2017 focused on 
the investigation of European major population centres (MPCs). 
Overall, EMeRGe strives for the identification of MPCs as pollution 
hotspots and of emission signatures in MPC plumes. With this pur-
pose, seven scientific flights on board of the research aircraft HALO 
(www.halo.dlr.de) were carried out over Europe from the German 
DLR HALO base in Oberpfaffenhofen. For the interpretation of re-
sults, the HALO airborne measurements of trace gases and aerosol 
particles are combined with satellite and ground-based observa-
tions and modelling.   

In Europe, the level of urbanisation is presently at 74% and is ex-
pected to further increase by 10% until the mid of the century 
(United Nations, 2019). Generally, the MPCs are large urban conur-

bations and the number of European megacities, such as London 
and Paris, still remains scarce.  

Figure 51 shows an example of pollution plumes with origin in the 
London megacity, probed during the EMeRGe flight on 26.07.2017. 
The HALO aircraft carried out a shuttle at two altitudes (600m and 
1200m) to determine the vertical extension of the transported 
pollution. Air mass backward trajectories support the identification 
of the London outflow.  

T 
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Figure 52: Example of plumes with anthropogenic (AP) and biomass burning (BB) 
signatures probed during the EMeRGe flight on 24.07.2017. Mixing ratios measured 
by IPA-DLR (CO, O3, NO and NOy), IUP-UB (sum of peroxy radicals, RO2*), KIT (ace-
tonitrile, ACN, benzene, BEN) and MPIC (black carbon, BC) are shown (top left). The 
threshold for ACN and BEN are 184 pptv and 53 pptv respectively. In the bottom 
plots, back trajectories of the H and I plumes probed along the flight track (in black) 
confirm that emissions from fires between Nice and Marseille (red stars) were 
probed at 1500 and 500 m at the coast. On the top right, this part of the 3-D flight 
track, colour coded with measured CO mixing ratios, is also depicted.  Capital letters 
indicate the plumes investigated. 

Pollutants originating in MPCs can heterogeneously mix during 
transport with biomass burning (BB) and mineral dust plumes. BB 
events from agriculture or wildland fires present a strong seasonal 
pattern (Barnaba et al., 2011). Similarly to MPCs, wildfires emit 
large amounts of pollutants such as black carbon (BC), nitrogen 
oxides (NOx) carbon monoxide (CO) and volatile organic com-
pounds (VOC). In addition, plumes of mineral dust originating in 
North Africa are frequently reaching the Mediterranean facilitating 
loss processes and heterogeneous reactions at the dust surface 
(Pey et al., 2013). Therefore, BB and dust have a variable impact on 
the total European burden of atmospheric aerosol and trace gases, 
increase the chemical complexity of the air masses and can there-
fore significantly affect the chemical processing of pollution plumes 
of MPC origin.  

Urban plumes with BB signatures were frequently probed during 
EMeRGe in Europe as shown in Figure 52 for the HALO flight on 
24.07.2017. Emissions from forest fires located between Nice and 
Marseille mixed with urban pollution at the coast. The concentra-
tion of most of the trace gases observed in different polluted 
plumes is of a similar order of magnitude. Therefore, different indi-
cators for BB and anthropogenic pollution such as acetonitrile 
(ACN), black carbon (BC), and benzene (BEN) must be used to clas-
sify the air masses. 
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Figure 53: Percentage change in natural dust simulated surface concentration [C] when 
using online emission scheme with respect to an offline one in the TM4-ECPL model, calcu-
lated as: (online[C] – offline[C] / offline[C]). The plotted result is the average over the time 
period 2000 – 2014. 

 
 

Assessing the impact of natural dust on air quality using TM4-ECPL 
Medea Zanoli, Nikos Daskalakis, and Mihalis Vrekoussis 

he world's large arid and semi-arid regions emit every year 
into the atmosphere great quantities of particulate matter 

in the form of natural dust, which, entrained by the winds, can 
travel thousands of kilometres from their sources before be-
ing removed. Mineral dust can cause significant damage to 
human health: during major dust events, the amount of de-
posited PM in the human lungs can be comparable to that 
experienced in heavily polluted urban areas, increasing the 
risk of respiratory diseases, cardiovascular complications and 
premature death (Mitsakou et al., 2008).  

Dust emissions are highly sensitive to climate change and 
have been consistently rising during the last decade (Prospero 
et al., 2003). The ongoing desertification in many areas of the 
world is predicted to increase the future atmospheric dust 
load (Grin et al., 2001). Thus, the study of the transport of 
natural dust from the world's dry regions and the estimate of 
its contribution to the total PM10 is nowadays of particular 
interest for policymakers and scientists. 

For this study, we use the well-documented TM4-ECPL model 
(Myriokefalitakis et al., 2016). TM4-ECPL is an Eulerian chem-
istry and transport model. Originally, dust emissions were 
imported from the AEROCOM (AEROsol Comparisons between 
Observations and Models) inventory (Dentener et al., 2006, 
Marticorena and Bergametti, 1995). Alternatively, an online 
dust emission scheme can be used in the TM4-ECPL model to 

account for dust production calculated according to physical, 
geological and meteorological parameters. 

We showed (Figure 53) that using an online scheme instead of 
an offline one leads to major changes in the simulated global 
dust load distribution. At the present date, the validation of 
the online emission scheme showed that online emission 
produces better agreement with observations (Figure 54).  
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We intend to use the online version of the TM4-ECPL to study  
PM10 speciation for days on which the European Directives for 
air quality were not met to assess to which percentage natural 
dust contributed to the limit exceedance. 
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Figure 54: Surface dust concentration in Miami measured by the Rosenstiel School of Marine 
and Atmospheric Science between the years 2000 and 2006, compared against the values 
simulated by the online (red) and offline (green) TM4 emissions scheme. The shaded area 
corresponds to the measurements standards deviations 

 



 

53 

Assessment of the impact of OH’s temporal resolu-
tion on the global atmosphere 
Sofía Gómez Maqueo Anaya, Nikos Daskalakis, and Mihalis Vrekoussis 

he hydroxyl radical (OH) is an important oxidizer and a 
cleansing agent of the atmosphere. OH reacts with several 

other chemical compounds, being the dominant path for the 
removal of a variety of halocarbons, hydrocarbons, volatile 
organic compounds, carbon monoxide, among others. There-
fore, modelling its concentration accurately is crucial for the 
calculations of the concentrations of other atmospheric chem-
ical compounds and the overall description and prediction of 
atmospheric chemicals.  

Since 1990, the set of OH concentrations widely known in the 
atmospheric modelling community as 'climatological data' has 
been used in various projects, mostly in those that involve 
inverse modelling and data assimilation. However, the above 
dataset has a coarse spatial (10o longitude x 8o latitude) and 
temporal resolution (monthly means). This study aimed at 
providing a more accurate description of OH values in the 
atmosphere than the coarse 'climatological data'. Towards 

this direction, we devel-
oped a new group of OH 
mixing ratio values with 
varying spatial and tem-
poral resolutions. The da-
tasets were calculated as-
suming that the 'true' val-
ues of OH mixing ratio are 
the ones calculated daily 
and hourly from the chem-
istry and transport model, 
TM5-MP. 

An assessment of whether 
the new OH mixing ratios 
provide better accuracy or 
not compared to the clima-
tological data was done 

through lifetime 
calculations of 
methane and iso-
prene (Figure 57), 
and a comparison 
to the literature 
reported values 
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Figure 56: Example of the created OH mixing ratio data sets for sunrise hours per latitudinal 
band for the months of March, April and May. 

 

 

 
Figure 55: Differences between monthly averaged values per hour 
and the hourly, daily output provided from the TM5-MP. Higher 
differences are found during polar night and polar day since small 
variations on already small values have a higher impact than small 
variations of relatively bigger values. It is evident that the higher 
differences (without including polar night/day) are found during 
the typical sunrise/sunset hours.  
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Through the analysis of the loss of accuracy from coarsening 
temporal resolution, the conclusion could be drawn that a 
more accurate way of representing mixing ratio values for OH 
than monthly values was a separation between night-time, 
sunrise, daytime and sunset values per latitudinal band. This 
separation was done through the calculation of solar zenith 
angle values.  
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Figure 57: Isoprene (top) and methane (bottom) lifetime calcula-
tions using January OH values. On the left: the calculation done 
with TM5-MP values, on the right: calculations done with the clima-
tological data interpolated to 1°x1° (from their native 10°x8° resolu-
tion) 
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Enhancing chemical schemes accounted in 
FLEXPART v10.4 transport model using a 
kinetic pre-processor 
Ruben Sousse, Andreas Hilboll, Nikos Daskalakis, and Mihalis Vrekoussis 

n this project, two main developments have been performed on 
the FLEXPART v10.4 atmospheric Lagrangian transport model to 

enhance its chemical scheme. First, OH 
fields from the global CTM TM5-MP have 
been made available as input for 
FLEXPART, replacing its default OH fields, 
coming from the GEOS-Chem model that 
are outperformed in terms of spatial and 
temporal resolution, among others (Figure 
58). Second, a box model produced using 
the kinetic pre-processor (KPP) has been 
coupled to FLEXPART as its chemical solv-
er. It is based on the Rosenbrock Rodas-3 
numerical integrator and replaces the 
previous parametrized chemical reaction 
based on direct time-discretization (Figure 
59).  

These developments have been validated 
in terms of reproducibility with respect to 
FLEXPART version 10.4 in two different 
sets of experiments: 1) a set of global 
simulations for each FLEXPART OH-
reacting species (methane, ethane, PCB28 
and γ-HCH) where the total mass present 
in the atmosphere is evaluated and, 2) a 
validation experiment against observa-
tional data is attempted through a simula-

tion emulating CMIP6 ethane emissions at European level. All the 
experiments were performed for each development stage sepa-
rately (i.e. implementation of TM5-MP OH fields and KPP coupling) 
in order to evaluate each one of them. 

The validation results show that the new developments cause an 
overall slight increase of the OH sink rate for all the species, espe-
cially for those short-lived species like γ-HCH (Figure 60). The de-
tailed analysis of the global ethane simulation shows that most of 
the differences are region-independent at the surface, and they are 
caused mainly by the TM5-MP OH fields implementation rather 
than the change of chemical solver. Finally, no relevant conclusions 
could be obtained from the observational validation results due to 
computational limitations that prevented the release of a sufficient 
number of particles in the simulation (Figure 61). Although the new 
developments could not be validated against observational data 
and therefore their effect could not be quantified, the results' re-
producibility seems to indicate that the new implementations 
should not affect simulations' results significantly in future experi-
ments. 
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Figure 58: June, July and August aver-
aged surface OH concentration fields 
from GEOS-Chem simulation (2005, 
top) used by default in FLEXPART and 
from the newly implemented TM5-MP 
simulation (2017, bottom). Noon local 
time. 

 

 
Figure 59: Coupling scheme between the box model generated with KPP and 
FLEXPART. 
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Making the TM5-MP concentration fields available as input to 
FLEXPART together with the coupling of KPP-produced box models 
signifies an increase in the adaptability of FLEXPART to a wide range 
of contexts. The developments performed in this project open the 
doors to expand the FLEXPART chemical mechanism (currently 
limited to the OH oxidation of four species) to virtually any set of 
reactions required, setting the path for an enhancement in 

FLEXPART simulations' quality.  
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Figure 60: Validation of the KPP coupling for each FLEXPART species reacting with 
OH. In each figure, three lines are shown corresponding to the three validation 
simulations: default FLEXPART, FLEXPART using TM5-MP OH fields and FLEXPART 
using TM5-MP OH fields coupled with KPP. Release of 1kg/h during the first 24h of 
the simulation. For G−HCH, 24t were released to make the atmospheric concentra-
tion observable. Note the change of time scale for the G − HCH case because of this 
effect. 

 

 

 
Figure 61: Validation of the KPP coupling with observational data. Obser-
vational time series (black), the simulation with default FLEXPART (green), 
with FLEXPART and only TM5 OH fields (cyan) and with TM5-MP OH fields 
and coupled KPP (red dots). 
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Combining HERMESv3 and TM5-MP 
Sarah-Lena Meyer, Nikos Daskalakis, and Mihalis Vrekoussis 

tmospheric chemistry models need a variety of input data 
to work. Among those data, one important category is the 

emission data that are provided by the several groups that 
produce them as emission inventories. The various emission 
inventories do not follow a specific convention on deploying 
data, resulting in emission data in various file formats, data 
formats etc. This causes major problems in implementing 
different emission data in atmospheric models, leading to 
either delay in incorporation of new data or even limitation on 
the usage of different data in the model, limiting this way the 
research opportunities, especially for air quality studies. 

In order to resolve the above-mentioned problem, the EARTH 
Sciences Department at the Barcelona Supercomputing Center 
developed the ‘High-Elective Resolution Modelling Emission 
System version 3” (HERMESv3) (Guevara et al, GMD, 2019). 
This emission pre-processor promises to unify the format and 

structure of several sets of emission databases to 
a common output for use in a model, simplifying 
this way the process of including emissions to 
models, but also the complexity of the emission 
code of the model itself. 

In addition to the simplification in the technical 
parts, the HERMESv3 provides the opportunity to 
easily manipulate the final dataset, providing the 
users with the ability to easily construct “what if” 
emission scenarios. An illustration of a “what if” 
scenario is presented in the figures. Figure 62 shows the emis-
sion of black carbon from industry and transport as reported 
by the CMIP 6 emission dataset for the extended region of 
China and processed by HERMESv3 tool. In  

Figure 63, four different emission scenarios were constructed 
for that region, where we first reduced the emissions from 

A 

 
 

Figure 63: BC emissions over China for different scenarios (decreased transport, decreased industry, increased transport, increased industry) 

BC emissions (kg/m2/s) 

 
Figure 62: BC emissions over China as 
provided by the CMIP6 database 

 

BC emissions (kg/m2/s) 
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transport by 20% (left panel), then the emissions from indus-
try by 20% (middle-left panel), then we augmented the emis-
sions from transport by 20% (middle-right panel) and in the 
final scenario we augmented the emissions from industry by 
20% (right panel). The resulting differences in fluxes between 
the base case (Figure 62) and each emission scenario is pre-
sented in Figure 64. The resulting files always have the same, 
user defined, file and data format. As a result, incorporation 
of scenarios in the model becomes a trivial task. 

The global and regional module of the pre-processor allows to 
create input data for a variety of models, such as WRF-CHEM, 
CMAQ and NMMB-MONARCH, by using different emission 
inventories. For using the tool at LAMOS in the most effective 
way, it was modified to create input data for TM5-MP. Parallel 
to this TM5-MP is simplified to only read emissions as pro-
duced by HERMES. This way, it will be possible to perform 
various case studies by editing the input emissions using 
HERMESv3 and study the effects of these changes using TM5-
MP. 
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Figure 64: BC emission difference between base case (Figure 62) and scenarios (Figure 63) 
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Figure 65: Biomass burning CO increment for the main burning period of the Camp and 
Woolsey wild fires based on TM5-4dvar and TROPOMI observations. 

 

Top-down CO emission inversions us-
ing TM5-4dvar and TROPOMI 
Johann Rasmus Nüß, Nikos Daskalakis, Oliver Schneising, Michael 
Buchwitz, and Mihalis Vrekoussis 

his study aims at optimizing the carbon monoxide (CO) emissions of 
the two large wildfires in Camp and Woolsey, California, that start-

ed on November 8th, 2018 and raged for multiple weeks. To this end, 
the TM5-4dvar inverse model has been used to optimize the CO emis-
sions from biomass burning, and the CO produced from the oxidation 
of VOCs and methane (CH4) on a global scale from October to Decem-
ber 2018. 

The Global Fire Emissions Database, Version 4 (GFEDv4.1s, Randerson 
et al., 2017) has been used as biomass burning a priori, with an a priori 
error of 50%, whereas the chemical CO production was taken from the 
TM5-MP model with extended chemistry (Myriokefalitakis et al., 2020) 
and afflicted with a 10% error. Anthropogenic CO emissions were not 
optimized and based on CMIP6. The TM5-4dvar model is an offline 
model, with transport driven by ECMWF era interim meteorology and 
has a very simplified chemistry scheme that only covers the chemical 
loss of CO to OH, which in turn was based on the climatological fields 
by Spivakowsky et al. 2000, scaled by 0.92. Dry deposition was consid-
ered as an additional loss term. Initial concentrations fields were ob-
tained from a 5 month spin up inversion from May to September 2018 
with an identical setup. A 1° x 1° zooming region was set up over North 
America, around the region of interest. In comparison, the rest of the 
globe was simulated at 6° x 4° to save computational resources. This 
global approach was needed because, considering the relatively long 
lifetime of CO of about one month, long-range transport is relevant for 
the local background. 

The inversions were constrained by TROPOMI CO satellite observations 
and NOAA surface flask stations. With this input, the model found, in 

an iterative process of alternately going forward and backward in time, 
the set of emissions that lead to concentrations as close as possible to 
the observations while not differing too much from the initial emis-
sions. 

Figure 65 shows the resulting biomass burning emission increment, 
i.e., the change from the initial (a priori) to the final (a posteriori) emis-
sions. Within the region of interest (highlighted in the inner box), the 
integrated emission increment over the main burning period (first ten 
days after either fire, period starts on the 6th for purely technical rea-
sons) shows only a slight increase (~12%) compared to GFED4.1s; how-
ever, most of this increment seems to be aggregated in the pixel that 
contains Camp, while the adjacent pixels, as well as the one containing 
Woolsey, show minor negative increments. 

However, as mentioned initially, not only the biomass burning CO 
emissions were optimized but also, simultaneously, the CO production 
from VOCs and CH4. This approach is necessary because often, discrep-
ancies in the background concentrations can be mostly attributed to 
an imperfect estimation of the chemical production of CO, while local 
peaks usually correspond to emissions from biomass burning instead. 
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Figure 66: Same as Figure 65, but showing the total CO emission increment ie for bio-
mass burning and production from VOCs and methane combined 

 
 

Additionally, chemical CO production makes up roughly half of the 
total atmospheric source, whereas biomass burning contributes only 
about a quarter, emphasizing the need to consider the former. On 
the other hand, this makes it somewhat possible to tell the produc-
tion source apart from the biomass burning source because changes 
in the former have significantly smaller temporal and spatial fre-
quencies. However, this approach to distinguish them has only lim-
ited applicability for prolonged biomass burning events covering 
large areas. 

Therefore, it might be necessary to look at the negative biomass 
burning increments in the region of interest in the context of the 
total emission increment (Figure 66). Here, the region of interest is 
embedded in a large scale negative background correction mostly 
originating from the production from VOCs and CH4. Clearly, there is 
some degree of aliasing in the optimized emissions from both sources, 
i.e. part of the local negative biomass burning increments may be ex-
plained by an initial overestimation in the a priori of the production of 
CO from VOCs and CH4, coupled with the models need to correct for 
this with a few changes to either source as possible. This will be ad-
dressed in a later study that will introduce observations of additional 
tracers like formaldehyde into the model, for which the long term 
ambient concentrations should give a harder constrain for the chemi-
cal production of CO. 
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Figure 67: Schematic representation of ESMValTool v2.0 workflow 

Release of the Earth System Model Evaluation Tool (ESMValTool) Version 2.0 
Veronika Eyring, Bettina K. Gier, and Katja Weigel 

arth System Models (ESMs) are important tools, not only to im-
prove our understanding of present-day climate, but also to project 

climate change under different plausible future scenarios. For this, 
ESMs have been continuously improved and extended over the last 
decades from relatively simple atmosphere-only models to complex 
state-of-the-art ESMs participating in the latest (sixth) phase of the 
Coupled Model Intercomparison Project (CMIP, Eyring et al. 2016). This 
increasing complexity of the models is needed to represent key feed-
backs that affect climate change but is also likely to increase the inter-
model spread of climate projections within the multi-model ensemble. 
Innovative and comprehensive model evaluation and analysis ap-
proaches are needed to assess the performance of these models, as 
outlined in a Nature Climate Change paper (Eyring et al. 2019). In re-
sponse to this need, the Earth System Model Evaluation 
Tool (ESMValTool) is developed, which makes use of obser-
vational data sets and develops and applies new evaluation 
and analysis techniques for the evaluation of CMIP models. 

The ESMValTool is a community diagnostics and perfor-
mance metrics tool designed to improve comprehensive 
and routine evaluation of ESMs. It has undergone rapid 
development since the first release in 2016 and is now a 
well-tested tool that provides end-to-end provenance 
tracking to ensure reproducibility of the results. The latest 
version (v2.0; Righi et al. 2020) of the ESMValTool has been 
released in 2020.  The tool has been developed as a large 
community effort to specifically target the increased data 
volume of CMIP6 and the related challenges posed by anal-
ysis and evaluation of output from multiple high-resolution 
and complex ESMs. For this, the core functionalities have 
been completely rewritten in order to take advantage of 

state-of-the-art computational libraries and methods to allow for effi-
cient and user-friendly data processing. Common operations on the 
input data such as regridding or computation of multi-model statistics 
are now centralized in a highly optimized preprocessor written in Py-
thon. The ESMValTool v2.0, schematically shown in Figure 67, includes 
an extended set of large-scale diagnostics for quasi-operational and 
comprehensive evaluation of ESMs, such as diagnostics for atmospher-
ic, oceanic, and terrestrial variables for the mean state, trends, and 
variability (Eyring et al. 2020). It also includes new diagnostics for ex-
treme events, regional and impact evaluation (Weigel et al. 2020), as 
well as diagnostics for emergent constraints and analysis of future 
projections from ESMs in CMIP (Lauer et al. 2020). The tool is currently 
used to support the upcoming IPCC Working Group I Sixth Assessment 
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Report and has been fully integrated into the Earth System Grid Feder-
ation (ESGF) infrastructure at the Deutsches Klimarechenzentrum 
(DKRZ) to provide evaluation results from CMIP6 model simulations 
shortly after the model output is published to the ESGF. The goal is to 
continue to support the evaluation and analysis of CMIP and national 
modelling efforts. 
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Figure 68: Comparison of time series from satellite XCO2 (black), CMIP6 multi-model mean 
XCO2 (orange) and surface CO2 (red), and NOAA surface CO2 station data (blue) at selected 
sites. The multi-model mean for both XCO2 and CO2 was offset to have the same average 
value as the satellite XCO2 for better comparison. 

Spatially resolved evaluation of Earth 
system models with satellite column 
averaged CO2 
Bettina K. Gier, Michael Buchwitz, Veronika Eyring, and Maximilian 
Reuter 

he Intergovernmental Panel on Climate Change IPCC) Fifth As-
sessment Report (AR5) confirmed an unequivocal warming of the 

climate system, with increasing emissions of greenhouse gases as 
the key drivers of anthropogenic climate change. Therefore, under-
standing the atmospheric carbon dioxide (CO2) concentrations, as 
well as the sources and sinks of carbon is important to improve our 
ability to predict future CO2 concentrations and future climate. The 
carbon content in the atmosphere is rising throughout the years, 
quantified by the growth rate (GR), with a seasonal cycle due to the 
absorption of CO2 by plants for photosynthesis in the summer, and a 
release of CO2 through respiration in the winter. Globally this effect 
is still seen as it is dominated by the larger vegetated areas in the 
Northern Hemisphere. 

Earth System Models (ESMs) participating in the Coupled Model Inter-
comparison Project (CMIP) show large uncertainties in simulating at-
mospheric CO2 concentrations. Using the Earth System Model Evalua-
tion Tool (ESMValTool), which is developed with contributions of the 
Climate Modelling Group at IUP, an evaluation of emission driven CMIP 
simulations from CMIP5 and the newer CMIP6 with satellite data of 
column-averaged CO2 mole fractions (XCO2) from the Greenhouse Gas 
Group at IUP was performed (Gier et al., 2020). It was found that alt-
hough the spread remains large in CMIP6 models, the CMIP6 multi-
model mean is better able to capture the mean atmospheric content, 
the growth rate, and the seasonal cycle amplitude (SCA) than the 
CMIP5 models. Furthermore, as one of the first studies in this field to 
use satellite data which has a shorter time series than in-situ data, a 

comparison between the models ability to reproduce the XCO2 from 
satellite data and the surface CO2 from several in-situ stations in the 
NOAA/ESRL (National Oceanic and Atmospheric Administration/Earth 
System Research Laboratory) station network is shown in Figure 68. 
The multi-model mean is offset so it matches the mean of the XCO2 
satellite data for a better comparison of GR and SCA. The mean and 
growth rate for both observational datasets is in very good agreement, 
while the multi-model mean overestimates both. As processes domi-
nating the seasonal cycle originate at the surface, the SCA is higher for 
the surface CO2 than the column, which the models are able to repro-
duce. Another part of this study looked at the influence the observa-
tional sampling can have. Figure 69 shows the SCA trend with increas-
ing XCO2 in the northern mid-latitudes (30-60°N). The top panel shows 
the unsampled multi-model mean, the middle panel the observations 
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Figure 69: Trend of Seasonal Cycle Amplitude with XCO2 2003-2014 for the northern mid-latitudes 
(30-60°N), including a linear regression. Top panel shows unsampled multi-model mean of CMIP6 
emission driven simulations, middle panel satellite observations and lower panel multi-model mean 
sampled as observations. 

and the bottom panel the multi-model mean sampled 
as the observations. The sampling introduces a signifi-
cant negative trend. This has been attributed to the fact 
that the satellite dataset in the iteration used in this 
paper uses two different satellites with overlapping 
timespans with different spatial sampling. Sampling the 
models as the first satellite gives a higher mean SCA 
than sampling the models as the second satellite for the 
whole time series. This introduces a negative trend 
when sampling as the combined observational time 
series. 

This study was carried out in close collaboration with 
the Greenhouse Gas Group at IUP and supported by the 
Horizon 2020 project Climate-Carbon Interactions in 
the Current Century (4C) funded by the EU, as well as 
the Advanced Earth System Model Evaluation for CMIP 
(EVal4CMIP) project funded by the Helmholtz society. 
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Figure 70: Causal links for the surface air temperature (Tas) and surface pressure (Psl) anoma-
lies over regions in the eastern (EPAC), central (CPAC) and western (WPAC) Pacific for the 
reanalysis dataset NCEP (left) and the multi-model mean of the five CMIP6 models (right). 
Node color denotes auto-MCI value, link color cross-MCI value, and link label the time lag (in 
months) resulting from the causal discovery algorithm. When a link has more than one time-
lag label, the link color denotes the link with the highest absolute cross-MCI value; time lags 
are sorted according to their cross-MCI values. Undirected non-curved links denote contem-
poraneous connections happening at time lags shorter than 1 month. 

Machine learning for process-
oriented climate model evaluation 
Veronika Eyring, Soufiane Karmouche, and Katja Weigel 

ecent advances in machine learning (ML) have enhanced 
the capacity to reveal causal structures in complex non-

linear dynamical systems. Powerful causal discovery meth-
ods for climate time series have been developed and some 
first applications to Earth System Models (ESMs) have now 
been published with IUP contributions (Nowack et al., 2020). 
In this work, causal discovery is applied to evaluate models 
participating in the Coupled Model Intercomparison Project 
phase 5 (CMIP5). This evaluation is based on the ability of 
these models to simulate atmospheric dynamical interac-
tions, which are classically measured as lagged correlations 
between climate variables. Causal discovery algorithms go 
beyond correlation-based measures by systematically ex-
cluding common driver effects and indirect links. Nowack et 
al., (2020) showed that models with greater skill of repre-
senting observed causal fingerprints also better reproduce 
precipitation in areas like the Indian subcontinent, Africa, 
East Asia, Europe and North America. 

Causal discovery was also used to compare causal links 
found in reanalysis data with CMIP6 models (Karmouche 
2020). Figure 70 shows an example of causal networks de-
rived with a causal discovery algorithm for the NCEP NCAR 
reanalysis data and a multi-model mean of five CMIP6 mod-
els. These causal networks aggregate the information of 
interdependencies between surface air temperature and 
surface pressure anomalies over specific remote Pacific 
Ocean regions (EPAC, CPAC, WPAC). The figure shows the 

ability of CMIP6 models to reproduce the EPAC 
→CPAC→WPAC→EPAC loop. Interestingly, the models re‐
produce similar links as the reference reanalysis dataset and 
closely match the level of autocorrelation (auto-MCI) values 
and time lags of the links as well as their cross-MCI values.  

Additionally, in a changing climate, the frequency, intensity, 
and the duration of extreme events are expected to change. 
Major challenges for climate applications need to deal with 
multivariate, nonlinear, and cause-effect relations occurring 
on different temporal and spatial scales.  
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In collaboration with the “Climate Informatics” Group at the 
DLR Institute of Data Science in Jena, we are working on the 
exploitation of novel ML methods including causal discovery 
to tackle the problem of multidimensional and multivariate 
extreme event identification. ML methods will be further 
developed to enable an understanding of causal relation-
ships in spatio-temporal multivariate Earth system data with 
the aim to better project and understand multidecadal cli-
mate extremes and their effects. 
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Figure 71: Average upper ocean (surface to 700 m) 
temperature (a) and salinity (b) in the region of interest 
shown for the period January 1993 to April 2014. The 
black line indicates the section at 47°N. Panel (c) shows 
all eddies that were sampled by individual Argo floats 
between 2001 and 2013. The limited data coverage as 
revealed by the Argo floats in (c) demonstrates the 
need for high-resolution hydrographic data sets as 
shown in (a) and (b). 

Heat and Freshwater Transport by Mesoscale Eddies in 
the Southern Subpolar North Atlantic 
Vasco Müller, Dagmar Kieke, Paul G. Myers, Clark Pennelly, Reiner Steinfeldt, and Ilaria Stendardo

he Mesoscale eddies in the ocean have a typical size of 
100 km and a typical lifetime in the order of several days 

to several months. They cover around 25–30% of the ocean 
surface at any given moment. Since individual eddies can 
carry water trapped inside their cores and transport the 
properties of these waters over long distances, eddies are 
believed to significantly contribute to the horizontal 
transport of mass, heat, and salt throughout the ocean.  

Sea level anomaly observations obtained from satellite al-
timetry provide the means of identifying and tracking eddies 
using automated algorithms. Combining these with sea sur-
face temperature and salinity observations from satellites 
allows to analyse their surface signatures and to quantify 
horizontal surface fluxes. However, investigating the vertical 
structure of eddies and quantifying the respective heat and 
freshwater transports associated with the eddies are more 
challenging due to the lack of adequate subsurface observa-
tions on mesoscale resolutions. 

Temperature (T) and salinity (S) fields for the deeper ocean 
are typically obtained from ship surveys and profiling Argo 
floats that are both limited in space and time. In a recent 
study (Müller et al., 2019) done in collaboration with scien-
tists from the University of Alberta, Edmonton, Canada, we 
used a new gridded 3-dimensional data set of horizontal and 
vertical distributions of oceanic T/S fields. These fields were 
reconstructed from satellite altimetry data for the period 

January 1993 to April 2014. This 
data set, available at daily resolu-
tion on a 1/4° grid, was combined 
with sea level anomaly observa-
tions from the ocean surface that 
allowed to identify and track 
mesoscale eddies in the subpolar 
North Atlantic between 40°N–55°N 
and 43°W–20.5°W (Figure 71). 

The North Atlantic between 40°–
55°N is influenced by two vastly 
different regimes of currents and 
water masses: the subpolar gyre, a 
large-scale cyclonic circulation cell, 
and the anticyclonic circulation cell 
of the subtropical gyre. In the New-
foundland Basin, the Western 
Boundary Current and the North Atlantic Current (NAC), the 
northward continuation of the Gulf Stream, flow in different 
directions along the boundary of the two gyres. The West-
ern Boundary Current that originates in the north transports 
cold and fresh water of subpolar origin towards the tropics. 
The NAC, on the other hand, carries warmer and saline sur-
face and subsurface waters of subtropical origin into the 
North Atlantic. It is this exchange of subpolar and subtropi-
cal waters that we are interested in. 
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Figure 72: (a) Meridional background velocity obtained 
from 11 ship surveys conducted nominally along 47°N 
(from Müller et al., 2017), (b) the number of northward 
and southward moving eddies from satellite observa-
tions (January 1993 to April 2014) per 1° bin crossing 
47°N per year, and (c) the sum of the heat and freshwa-
ter transports (d) by eddies per 1° bin along 47°N (nor-
malized by the number of years). Vertical bars show the 
sum of the transports of regular (green) and strong 
(orange) eddies in either direction. The vertical whisk-
ers represent the standard deviation of the respective 
transports in either direction. “No GEM” means, the 
required high-resolution 3D information of tempera-
ture and salinity is not available in this region. 

We thus identified mesoscale eddies in our region of inter-
est and assigned a vertical temperature and salinity profile 
to each of the eddies. This way, we were able to quantify 
the heat and freshwater transports for these eddies as they 
crossed the latitude of 47°N in northern or southern direc-
tion, which marks the approximate boundary between the 
subtropical and the subpolar regime.  

We found that the largest heat and freshwater transports by 
eddies could be observed in the western part of the New-
foundland Basin. Around 35–45% of the heat and freshwater 
transports by eddies across 47°N stemmed from individual 
isolated eddies with large thermohaline signatures. North-
ward moving cold and fresh cyclonic eddies carrying subpo-
lar water from the Western Boundary Current made a con-
siderable contribution to the overall heat and freshwater 
transport by eddies crossing 47°N. While the transport by 
individual eddies was negligible compared to the transport 
by the mean flow in this region, we found a notable influ-
ence on the temporal variability.  

We repeated the analysis based on data output obtained 
from a Canadian ocean model simulation that was based on 
the Nucleus for European Modelling of the Ocean (NEMO) 
modelling framework: the Arctic Northern Hemisphere At-
lantic configuration with 1/4° horizontal resolution (ANHA4) 
with a nested 1/12° horizontal resolution encompassing the 
subpolar North Atlantic, called ANHA4-SPG12. The model 
simulation covered the period 2002-2013. The results ob-
tained from the observational data sets were well repro-
duced in the model simulation; in particular, the modelled 
number of eddies crossing 47°N, the spatial distribution, and 
the associated heat and freshwater transports across this 
latitude were consistent with the observations. 

Overall, the results from our study 
helped to provide a better under-
standing of the contribution of 
eddies to the transports of heat 
and freshwater and their variability 
in a region that is of great rele-
vance for the climate system. The 
consistency between the observa-
tional data set and the model 
simulation shows that our results 
are physically meaningful. While 
there are still limitations regarding 
the availability of high‐quality 
observations that are well resolved 
in space and time, model simula-
tions that reasonably well reflect 
mesoscale dynamics can be used 
to study thermohaline transports 
by eddies in regions that may be 
less well covered by observations. 

This study was carried out in the 
framework of the German-
Canadian international research 
training group ArcTrain, funded by 
the German Research Foundation 
(DFG). 
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Figure 73: Map of reconstructed mean geostrophic velocities in the 
upper 700 m averaged over 1993–2015 (black arrows). Red: North 
Atlantic Current (NAC) branches and recirculation pathways based on 
these data. Red numbers: mean net northward/eastward (positive) or 
southward/westward (negative) volume transport for each NAC 
branch. Blue numbers: corresponding freshwater transports with 
directions (blue arrows) calculated using a reference salinity S0 = 
34.80. At the edges of the map, the zonal/meridional net volume (red 
bars) and freshwater (blue bars) transports are represented for each 
latitude/longitude grid point with a bar plot and the term (1 − S/S0) 
with a light blue line. 

Interannual and decadal variability of volume and freshwater 
transport of the NAC in the subpolar gyre 
I. Stendardo, M. Rhein, and R. Steinfeldt

he North Atlantic Current (NAC) supplies the subpolar 
gyre with warm and saline water from the subtropics as 

part of the upper branch of the Atlantic Meridional Over-
turning Circulation (AMOC). Along its northward pathway, 
the NAC separates into several branches that move east-
wards crossing the mid‐Atlantic ridge (MAR) and supply the 
eastern Atlantic with subtropical water from the western 
basins.  

We reconstructed salinity and velocity fields using a transfer 
function between sea surface height measured by remote 
sensing and salinity and temperature profiles from Argo 
floats. The result is a continuous record of salinity and veloc-
ity in the upper 1900m on a 1⁄4° Cartesian grid with daily 
resolution starting in 1993. In general, long-term trends in 
the data are hidden by the strong interannual variability. As 
a surprise, the southernmost circulation branches originat-
ing near the Mann Eddy occasionally contribute volume and 
freshwater to the subpolar gyre, and most likely play an 
important role in the eastern Atlantic salinity distribution 
(Figure 73). Up to now, these branches were thought to 
recirculate back to the subtropical gyre and be of no conse-
quence for the subpolar gyre. It turned out that the variabil-
ity of the NAC‐related freshwater transports in the western 
subpolar North Atlantic is as high, or even higher than the 
freshwater fluxes from the Arctic Ocean and thus needs to 
be considered when discussing the impact of freshwater 
fluxes on the subpolar North Atlantic.  

Furthermore, we 
found that the salinity 
maximum is usually 
not found in the NAC 
but further east in the 
southward‐flowing 
recirculation. We 
interpreted this fea-
ture being caused by 
lateral mixing of polar 
freshwater from the 
southward flowing 
western boundary 
current into the NAC 
(Figure 75). In this way 
0.2 to 0.6 Sv freshwa-
ter from the western 
boundary are reintro-
duced into the subpo-
lar gyre with the NAC 
(Figure 74).  
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Figure 75: Salinity (contour colour) and velocity 
(contour lines) at 47°N in 2009 from our recon-
structed dataset. Black: northward, grey: 
southward velocities. The southward flow is 
named Newfoundland Basin recirculation (NBR). 
Note that parts of the northward‐flowing North 
Atlantic Current (NAC) are less saline than the 
recirculation. 

 

Figure 74: Time series of the NAC freshwater transport (Sv) (green lines, upper panel) at 
47°N between 45°W and 37°W. Blue: maximum salinity between 45°W and 37°W in the 
upper 700 m used as reference salinity to calculate the freshwater transport (green). Red: 
NAC volume transport (Sv). Thick lines: annual means, thin lines: monthly means. 
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Figure 76: Seasonally averaged energy flux from the mixed layer into the internal wave field for a 
year with positive (1989, left) and negative (1996, right) NAO index computed with the hybrid 
extension. Figure from Voelker et al., 2020. 

Wind-driven internal gravity 
waves 
Georg S. Voelker, Dirk Olbers, Christian Mertens, and Maren 
Walter 

tmospheric cyclones with strong winds significantly 
impact ocean circulation, regional sea surface tempera-

ture, and deep water formation across the global oceans. 
Thus, they are expected to play a key role in a variety of 
energy transport mechanisms. Even though wind-generated 
internal gravity waves are thought to contribute significantly 
to the energy balance of the deep ocean, their excitation 
mechanisms are only partly understood. Most of the energy 
supply by wind is expected to be dissipated in the ocean 
surface layer and used there for mixing and entrainment.  

In an idealized experiment, Voelker et al. (2019) studied the 
generation of internal gravity waves during a geostrophic 
adjustment process using an axisymmetric Boussinesq mod-
el forced by an idealized pulse of cyclonic wind stress. In this 
model, internal gravity waves are generated after approxi-
mately one inertial period. The outward radial energy flux is 
dominated by waves having structure close to vertical 
mode-1 and with frequency close to the inertial frequency. 
Less energetic higher mode waves are observed to be gen-
erated close to the sea floor underneath the storm. The 
total radiated energy corresponds to approximately 0.02% 
of the wind input. A deeper mixed-layer or weaker stratifica-
tion further reduce this fraction. The low energy transfer 
rates suggest that other processes that drive vertical motion 
like surface heat fluxes, turbulent motion, mixed region 
collapse and storm translation are essential for significant 
energy extraction by internal gravity waves to occur.  

The fraction of the radiated flux to the surface flux of energy 
is of particular interest to ocean modellers. The radiative 
energy flux at the mixed layer base determines how much 
energy can be converted to turbulence in the interior of the 
ocean and made available for mixing the stratification. An 
analytical slab model of the mixed layer used before in sev-
eral studies was extended by consistent physics of wave 
radiation into the interior. The extended model predicts the 
energy transfer rates, both in physical and wavenumber-
frequency space, associated with the wind forcing, dissipa-
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tion in the mixed layer, and wave radiation at the base as 
function of a few parameters. The results of the model are 
satisfactorily validated with a realistic numerical model of 
the North Atlantic Ocean (Olbers et al., 2020). An application 
of the slab model extension to the North Atlantic using 
NCEP-CFSR reanalysis wind data (Voelker et al., 2020) shows 
that the energy transfer into the interior is characterized by 
a high spatial and temporal variability determined by the 
wind structure, and dominated by extreme events like storm 
tracks (Figure 76). The average ratio of radiated energy flux-
es from the mixed layer to near-inertial wind power is ap-
proximately 12%.  

Projects  

IRTG ArcTrain (DFG) , TRR 181 Energy Transfer (DFG)  
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Hydrothermal plume studies using noble gas isotopes 
Maren Walter, Florian Schmid, Janna Köhler, Christian Mertens, Maike Peters, Andreas Türke, and Jürgen Sültenfuß 

Helium is one of the gases carried from the Earths’ mantle 
into the ocean by hydrothermal fluids. The absolute concen-
tration of helium is hence much enhanced in the vicinity of 
hydrothermal vents. Primordial helium is enriched in 3He 
compared to atmospheric sources, and the isotopic signa-
ture, the 3He/4He ratio, of primordial helium is significantly 
different from the atmospheric ratio. The concentration and 
isotopic composition of helium can be identified with high 
precision in water samples. As an inert noble gas, its concen-
tration in the sea water is only altered by physical process-
es as mixing, not by biochemical interaction or scavenging. 
The isotopic signature of the primordial helium is detectable 
over long distances, which makes helium an ideal tracer to 
study the dispersal of hydrothermal material.  

The oceanic crust is initially cooled and deep-sea chemosyn-
thetic ecosystems are largely fed by hydrothermal circula-

tion and venting on the seafloor. Much of this venting takes 
place at mid-ocean ridges and in order to both make realistic 
models of the crust's thermal budget and to understand 
chemosynthetic biogeography, it is important to have a 
detailed inventory of vent sites. A major gap in this invento-
ry was the Mid-Atlantic Ridge south of 13°S, a key region for 
vent fauna biogeography linking the Atlantic to the Indian 
and Pacific Oceans. During Maria S Merian cruise MSM25 we 
systematically surveyed the axial region between 13°S and 
33°S for hydrothermal signals in the water column (Schmidt 
et al., 2019). The survey covered more than 2000 km of 
ridge crest, and we identified previously unknown hydro-
thermal plumes that indicate 14 new hydrothermal vent 
fields (Figure 77a). A wide gap in the distribution of vents in  
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Figure 77: Two aspects of the 3He distribution above the SMAR. (a) Hydrothermally sourced 
anomalies with δ3He > 10%. Samples with δ3He < 10% are shown in black. (b) Gridded meridional 
section δ3He background (samples with δ3He > 9% omit-ted from gridding). Contour lines deline-
ate salinities/temperatures indicative of water mass cores: North Atlantic Deep Water (NADW), 
Antarctic Bottom Waters (AABW), and Antarctic Intermediate Water (AAIW); CDW denotes Cir-
cumpolar Deep Waters carrying excess δ3He from the Pacific. Black stars indicate locations of 
identified hydrothermal vent sites. Figure from Schmid et al., 2019. 

the 19°S-23°S region coincides with the Rio de Janeiro Trans-
form, the maximum southward progression of North Atlan-
tic Deep Waters, and the maximum northwards extent of 
3He-enriched waters with Pacific origins Figure 77b). Cross-
flowing currents in the transform and the large gap between 
adjacent vents may prevent a meridional connection be-
tween the vent fauna communities in the North Atlantic and 
along the Antarctic Ridges, making this region a prime target 
for future biogeographical studies.  

Compared to mid-ocean-ridge hydrothermal vent fields, 
those at intra-oceanic island arcs are typically in shallower 
water depth and have a more variable geochemical fluid 
composition. Shallow vent sites could influence the photic 
zone more directly and thus are potentially more relevant 
for marine primary productivity. The Kermadec arc in the 
SW Pacific is a very volcanically active part of the Pacific 
‘Ring of Fire’, with more than 80 submarine and subaerial 
volcanoes. The RV Sonne cruise SO253 was carried out to 
study the chemically diverse hydrothermal systems hosted 
by volcanoes with different summit depths and their contri-
bution to the local ecosystem. Helium isotopes in combina-
tion with a suite of other tracers as well as current meas-
urements were used to infer the dispersal of the hydro-
thermal discharge at Brothers volcano, and contributed to 
one of the first estimates of chemical fluxes from arc sys-
tems (Neuholz et al., 2020a,b). 

Projects  
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Figure 78: March mixed layer depths in the Labrador Sea, 
averaged over the years 2004 to 2016, for the control 
model simulation (a) and four perturbation runs (b-e). 
SPG12: increased spatial resolution of the model, GMR: 
Greenland meltwater discharge removed, Filtered: storms 
removed, PD: precipitation decreased. 

Sensitivity of Labrador Sea Wa-
ter Formation to Changes in 
Model Resolution, Atmospheric 
Forcing, and Freshwater Input 
Yarisbel Garcia-Quintana, Peggy Courtois, Xianmin Hu, Clark 
Pennelly, Dagmar Kieke, and Paul G. Myers 

he subpolar North Atlantic is a vital area for heat and 
freshwater exchange between the low and high lati-

tudes. Within the subpolar North Atlantic, the Labrador Sea, 
located between the Labrador coast of Canada and Green-
land, exerts a significant influence on the climate system. 
Strong winter cooling of the ocean surface causes the sur-
face waters to lose heat to the atmosphere and to enable a 
process called deep convection. The Labrador Sea is one of 
the few regions in the world ocean where winter-time deep 
convection is known to occur. As a consequence the surface 
water becomes denser, the mixed layer starts to deepen, 
and the water sinks to depths between 500 and 2500 m. 
This sinking brings dissolved gases like oxygen and carbon 
dioxide into the deep ocean. The resulting water mass is 
known as Labrador Sea Water (LSW). Once formed, LSW 
spreads out from its formation region loaded with high con-
centrations of dissolved oxygen and anthropogenic tracers 
and can be tracked throughout the entire North Atlantic and 
beyond. 

The process through which LSW is formed is sensitive to 
freshwater inflow into the formation region and storms 
passing over the Labrador Sea. While an increase in freshwa-
ter would inhibit the densification and sinking of surface 
water, fewer storms would reduce heat loss also reducing 

the ability of the surface waters 
to gain in density and sink to 
greater depths. These are all 
changes projected to occur due 
to the ongoing anthropogenic 
climate change.  

By using a numerical model, we 
investigated in our recent study 
(Garcia-Quintana et al., 2019) 
how changes in the spatial mod-
el resolution, the increase in 
freshwater discharge from 
Greenland, changes in the pre-
cipitation, and the absence of 
storms could impact LSW for-
mation. This study was done in 
collaboration with scientists 
from the University of Alberta, 
Edmonton, Canada. 

In order to explore the sensitivity 
of the LSW formation rate on 
changing conditions, a control 
simulation and four perturbation 
experiments were carried out 
using a Canadian state-of-the-art 
coupled ocean-sea ice model. 
The model simulation was based 
on the Nucleus for European 
Modelling of the Ocean (NEMO) 
modelling framework, in particular the Arctic Northern Hem-
isphere Atlantic configuration with 1/4° horizontal resolu-
tion (ANHA4). Each of the perturbation experiments had a 
specific alteration compared to the control simulation 
(Figure 78). LSW formation rates were determined using a 
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kinematic subduction approach. The study considered the 
period from January 2004 to December 2016. 

We found that by having more freshwater going into the 
formation region the overall LSW formation rate did not 
decrease, however, the water mass became lighter. Thus, 
the presence of Greenland meltwater affected mainly the 
formation of a denser type of LSW. In the absence of the 
storms, i.e., when removing all storms in the perturbation 
run, a decrease of 44% in heat loss over the Labrador Sea 
was noted, strong enough to halt the deep convection and 
decrease the LSW formation rate by 89%. Even if this exper-

iment was extreme, a decrease in the storms crossing the 
Labrador Sea with a consequent reduction in the winter heat 
loss might be a bigger threat to deep convection and LSW 
formation in the future than the expected increases in the 
freshwater input. 
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Decay of internal tides 
Janna Köhler, Jonas Löb, Maren Walter, Christian Mertens, Dirk Olbers, and Monika Rhein 

ow-mode internal waves in the ocean possess a simple 
vertical structure, and hold a large part of the total ener-

gy of the internal wave field. They are able to travel basin-
wide before they are dissipated (for a review, see Mertens 
et al. 2019). The spatial distribution of mixing related to 
internal wave dissipation affects the global overturning 
circulation in numerical models, but the observation as well 
as the representation of internal waves in ocean general 
circulation models (OGCMs) is still challenging. OGCMs do 
not resolve the spatial scales of the energy dissipation of 
internal waves and the resulting mixing. In order to account 
for mixing in the interior of the ocean, parameterizations 
have to be used. The module IDEMIX (Internal wave Dissipa-
tion Energy and Mixing) is a parameterization that describes 
the generation, propagation, interaction, and dissipation of 
the internal gravity wave field developed for the use in OG-
CMs (Olbers et al.,  2019). IDEMIX is central to the concept 
of energetically consistent ocean models, since it links all 
sources and sinks of internal wave energy, as well as param-

eterized forms of energy, in a model without spurious 
sources and sinks. 

We studied the radiated low mode internal waves including 
processes operating along their paths to improve our under-
standing of the life cycle of internal waves. To identify 
sources and sinks, as well as to quantify the contribution to 
local dissipation, in-situ hydrographic measurements were 
combined with observations of internal wave energy fluxes 
based on satellite altimetry and STORMTIDE. STORMTIDE is 
a 1/10°-simulation from the Max-Planck Institute Ocean 
Model (MPIOM) forced by the full lunisolar tidal potential 
that resolves low-mode internal waves. A realistic surface 
forcing with 6-hourly wind stress was included in 
STORMTIDE2, currently the only global OGCM that is driven 
by tidal and wind forcing. The region of in-situ observations 
was south of the Azores in the NE Atlantic, where the satel-
lite altimetry and STORMTIDE show beams of converging 
low mode internal waves generated at a seamount chain. 
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Figure 79: (left) M2 internal tide energy flux from in-situ 
observations (red arrows) and STORMTIDE (background); 
(right) comparison of internal tide energy fluxes in 
STORMTIDE and from satellite altimetry: STORMTIDE 
shows high values close to the generation sites, while in 
the altimetry higher fluxes persist over longer distances. 

The modal structure of the internal tide energy flux is im-
portant for the ratio of local (close to the generation site) to 
remote energy dissipation, as low-mode internal waves are 
less prone to breaking and more likely to propagate over 
large distances compared to waves with a complex vertical 
structure. Our in-situ observations show that even close to 
the generation site, the energy flux is primarily contained in 
the first mode and thus likely to propagate over long dis-
tances before dissipating (Köhler et al. 2019). Superposition 
of modes 1 and 2 captures over 84% of the total energy flux, 
indicating that OGCMs that resolve the first two modes are 
potentially able to capture the main characteristics of inter-
nal tide energy fluxes related to topography on scales typical 
for seamounts. 

The direct comparison of the energy fluxes from the in-situ 
measurements, satellite altimetry, and OGCM shows that in-
situ fluxes are generally higher than the corresponding flux-
es in STORMTIDE and those derived from altimetry (Figure 
79). Differences between in-situ data and altimetry are ex-
pected since the spatial resolution of satellite data limits the 
resolution of the inferred energy fluxes. The long-range 
propagation of the internal tides observed in altimetry gen-
erally agrees with the results from the in-situ measure-
ments, although the in-situ energy fluxes are more variable 
and show a less monotonic decrease away from the genera-
tion sites. STORMTIDE resolves small scale structures in the 
energy flux distribution, but high energy fluxes are restricted 
to the vicinity of the generation sites. 

While the study region was chosen because of the unim-
paired spreading of internal tides after generation, a moor-
ing time series reveals the presence of eddies during two 
time periods (Figure 80, Löb et al. 2020): one surface intensi-
fied eddy with a maximum horizontal velocity of approx. 20 
cm s-1, and a weaker subsurface one. The temporal variabil-

ity in the time series of 
energy flux is dominat-
ed by two factors: A 
strong coupling of the 
flux magnitude to the 
spring-neap variability 
in the barotropic tidal 
forcing (Figure 80), and 
the decrease of energy 
flux during phases of 
higher eddy kinetic 
energy. Especially the 
surface-intensified eddy 
is correlated with a 
significant weakening of 
the energy flux com-
pared to the time peri-
od with no eddy activity 
(Figure 80). A potential 
transfer of the “missing“ internal tide energy in modes 1 and 
2 into higher mode internal waves would result in a changed 
ratio of local to remote energy dissipation and hence be 
important for the global distribution of internal wave ener-
gy.  

A theoretical study on the energy transfer from the M2 
internal tide to the ambient wave field via nonlinear triad 
interactions (Olbers et al. 2020) infers a globally integrated 
energy transfer of less than 0.1 TW for to the STORMTIDE 
simulation, and up to 0.3 TW for a more energetic scenario. 
This compares reasonably well to 0.5 to 1 TW of global ba-
rotropic to baroclinic tidal conversion, but also suggests that 
other mechanisms such as local dissipation and tide-eddy 
interaction are important contributors to the global internal 
M2-tide energy sink. Whether the decrease in the low-mode 
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Figure 80: (a) Eddy kinetic energy (EKE) at the mooring location (30.48°N, 30.12°W) from 
the moored current meters and from CMEMS satellite data (red line in b). (b) Modal 
decomposition of observed energy flux of the semidiurnal internal tide. Different back-
ground colours indicate eddy activity: yellow = surface eddy; blue = subsurface eddy; 
white = no eddy. From Löb et al. 2020. 

internal tide energy flux observed in the mooring time series 
is due to increased dissipation, refraction or scattering of 
energy into higher modes is the subject of a planned future 
study. 

This research was conducted in the framework of the Col-
laborative Research Centre TRR 181 “Energy Transfer in 
Atmosphere and Ocean” funded by the Deutsche For‐
schungsgemeinschaft (DFG, German Research Founda-
tion)—Projektnummer 274762653  
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Figure 81: (a) Schematic circulation of the boundary 
current (blue) and the NAC system (red). Included are 
the locations of moored instruments and mean volume 
transports (in 106 m3/s). (b) Mean meridional velocities 
at 47°N, based on 12 repeat lowered acoustic Doppler 
current profiler sections (red: northward, blue: south-
ward velocities, contour lines are every 5 cm/s). The 
locations of the moorings (black squares) and pressure 
inverted echo sounders (triangles) are indicated, the 
current meters in the moorings are shown as white 
squares. The flow components are: BC = boundary 
current; SWF = southward flow; NAC = North Atlantic 
Current; NBR = Newfoundland Basin recirculation; east 
of 37W = flow between 37°W and 31°W. 
. 

Observed transport decline at 
47°N in the western North Atlan-
tic 
Monika Rhein, Christian Mertens, and Achim Roessler 

The flow of warm and saline subtropical water toward the 
northern North Atlantic, a major component that makes 
northwestern Europe the warmest place in at these lati-
tudes in winter, is part of the Atlantic meridional overturn-
ing circulation (AMOC). Climate models project an AMOC 
decline between 10% and 50% till 2100 with severe impacts 
on climate and sea level. Whether the AMOC has already 
weakened in response to anthropogenic climate change is 
an open question that motivates multiple sustained obser-
vation systems of the AMOC (Rhein 2019; McCarthy et al., 
2020; Frajka-Williams et al., 2019). 

Despite the importance of the large-scale circulation in the 
North Atlantic for the climate system and the sea level, most 
of the interior flow field is only known qualitatively, and 
neither the mean nor the variability and trends are quanti-
fied. In a long-term study, we investigated the current field 
in the western North Atlantic at 47°N between 44°W and 
31°W using a combination of inverted echo sounders de-
ployed at the seafloor and moored current meters (Rhein et 
al., 2019). 

The North Atlantic Current (NAC) is only about 100–150 km 
wide but imports 106 Sv (1 Sv = 106 m3/s) into the New-
foundland basin (Figure 81), making the NAC one of the 
strongest currents in the world ocean. Constrained by the 
bathymetry, more than half of the northward flow recircu-
lates to the south in close proximity to the NAC (-59 Sv). The 

mean transport of the southward 
boundary current at the conti-
nental margin is -23 Sv. The NAC 
and its return flow are significant-
ly anti-correlated: A stronger NAC 
inflow corresponds to a stronger 
recirculation. The mean flow east 
of 37°W is -28 Sv to the south but 
much more sluggish than in the 
west and without permanent 
local features. This part of the 
circulation seems to be inde-
pendent from the NAC system 
and the boundary current, since 
no significant correlation with 
these individual time series was 
found. The sum of the interior 
AMOC components results in a 
northward transport of 19 Sv. 
Combined with the southward 
boundary current the mean top-
to-bottom transport across the 
measurement array is -4 Sv.  

The temporal variability of the 
water transports across 47°N that 
was derived from the shipboard 
and the moored observations 
turned out to be highly correlat-
ed with sea surface height meas-
urements from satellite altimetry, 
a result that was then used to 
calculate a longer time series of 
transport fluctuations directly 
from the altimeter measure-
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Figure 82: Time series of bimonthly (thin) and annual (bold) top‐to‐bottom mean transport 
(Sv) at 47°N. Long-term linear trends are indicated where statistically significant (dashed). (a) 
NAC (red), return flow (blue), and transport east of 37°W (green). The return flow is inverted 
to emphasize the high anti-correlation. (b) Sum of all transport contributions. Numbers are 
the mean transports and the standard error of the mean. NAC = North Atlantic Current; SWF 
= Southward Flow; NBR = Newfoundland Basin recirculation; BC = boundary current. 

ments (Figure 82). The analysis reveals significant decadal 
trends (despite the large variability on all time scales), but 
these trends are found in the interior transport contribution 
and not in the Gulf Stream/NAC transport as might have 
been expected. The southward flow east of 37°W increased 
significantly by −0.44 Sv/year and is the main contributor to 
the declining interior northward flow of −0.60 Sv/year 
(Figure 82). Over the period of the analysis, the total 
transport in the interior decreased by about 10 Sv. The 
trends of the other individual components are not signifi-
cant, but the sum of the interior and boundary current 
transport is −0.71 Sv/year.  

The derived transport trends are linked to irregular decadal 
trends in sea surface height and thus most likely caused by 
regionally different warming of the water column. The de-
cadal sea surface height trends (1993–2018) in the subpolar 
North Atlantic are generally positive and, at 47°N, strongest 
at the western boundary. In the interior, the trends are not 
significant at many locations, and patches of negative and 
positive trends are in close proximity along the perceived 
pathways of the NAC. Combined with the western boundary 
positive trend, this leads to a weakening horizontal pressure 
gradient and thus to decreasing interior northward trans-
ports from the subtropical to the subpolar western Atlantic. 
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Figure 83: title page of a book 
on nuclear waste, published in 
1977 by a group of (mainly) 
physics students at Bremen 
University, the author among 
them. 

 

 

The Terrestrial Environmental Physics Group at University of Bre-
men 
Helmut Fischer

he Terrestrial Environmental Physics Group became a 
member of IUP in the year 2000. It has always operated 

jointly with the Bremen State Laboratory for Radioactivity 
Measurements, taking advantage of the available high-
sensitive radiometric instrumentation and sharing a large 
part of the personnel. However, since several years already, 
the State Laboratory has suffered from severe reduction of 
staff, obliging the group to abandon most research projects, 
and teaching as well. Still, some research highlights can be 
mentioned based on international cooperation, which had 
started in previous years (projects “Blue carbon studies in 

Indonesia" and "Origin of atmospheric Ru-106 over 
Europe”, see below). Furthermore, one third-party 
funded project is still on the way and active, and it 
also produced exciting results ("Modelling the parti-
tioning of radionuclides in agricultural soils”). This 
project goes “back to the roots“ of the group, as it has 
the same topic as its predecessor at the Physics De-
partment. This project group already became active 
shortly after the foundation of Bremen University in 
1971 and worked on the security and safety of nuclear 
power and the safe storage of its residues (Figure 83). 

Blue carbon studies in Indonesia 
Helmut Fischer and Dana Ransby

oastal mangrove forests are recognized as an important 
storage for organic carbon, nowadays often denominat-

ed „blue carbon“. C inventories in mangrove ecosystems 
have frequently been determined experimentally, and are 
an indicator of the potential C release in case of degrada-
tion. Much less is known about the carbon accretion rate 
(CAR), the key indicator for the effectiveness of C sequestra-
tion. Due to the short time scale, the common 14C (half-life 
1600 years) age method cannot be applied to determine the 
age of sediment layers.  

The radiometric laboratory at IUP took part in a project lead 
by the Leibniz Centre for Tropical and Marine Research Bre-
men (ZMT), contributing short time dating for three coastal 
mangrove forest sediment cores from Indonesia (Kusuman-
ingtyas et al. 2019). The cores were taken from a degraded 
mangrove forest under riverine influence, a less degraded 
forest in a tidally influenced lagoon, and a non-degraded 
tidal coast forest. The dating was based on atmospheric 
deposition of the natural radioisotope Pb-210 (half-life 22.3 
years), with additional information obtained from man- 
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Figure 84: Measured carbon accretion rates in the present study (top), compared to litera-
ture values (bottom) (Kusumaningtyas et al. 2019) 

 

 

made Cs-137 (half-life 30 years), both detectable by gamma 
spectroscopy. 

High sedimentation rates, typical for mangrove forests, 
meant high dilution of deposited tracers. Therefore, the 
experimental conditions were demanding, requiring meas-
urement times of up to one week per sample. 

The encountered CAR values were extremely high (Figure 
84), proving the importance of mangrove ecosystems as 
blue carbon sinks. The second finding is that CAR and C in-
ventory are not necessarily correlated. Therefore, one can-
not be inferred from the other. Dating of mangrove ecosys-
tem sediments by Pb-210 methods is experimentally de-
manding, but can provide this valuable information. 

Reference 
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Origin of atmospheric Ru-106 over Europe  
Helmut Fischer and Dana Ransby

he radioisotope Ru-106 is an important fission product in 
nuclear power plant operation. Therefore, its appear-

ance and concentration in the ground level atmosphere is 
monitored worldwide by national laboratories. Its presence 
can additionally be detected by an international network of 
monitoring stations serving the Comprehensive Test Ban 

Treaty Organization (CTBTO). About 50 state laboratories, 
located mainly in Europe, maintain an informal network 
called „Ring of Five“ (from its original number of members), 
exchanging information by mail. IUP became a member in 
2014 due to the group’s work on atmospheric releases of 
medically used radioactive iodine I-131. 

T 
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Figure 85: Measurement locations and observed Ru-106 atmospheric concentration in 
Europe (Masson et al. 2019) 

In fall 2017, many Ro5 member laboratories almost simulta-
neously detected atmospheric Ru-106 (Figure 85). Luckily, 
the values were all below values requiring protective actions 
for the population. Ru-106 concentration values increased 
from west to east, and the then prevailing easterly winds 
pointed towards a release somewhere in eastern Europe. 
However, no state declared knowledge about, or responsi-
bility for, a release of Ru-106. As no other typical fission 
products were found together with the ruthenium, a nuclear 
fission event could be ruled out, leaving an accidental re-
lease of this single isotope, used in medicine and possibly for 
radiothermal generators, as possible source. 

Apart from reporting the data to their national emergency 
institutions, Ro5 members started retrieving more data, 
including terrestrial deposits collected also in Bremen and 
the Czech Republic by IUP members. Ru-106, which the lab’s 
detectors had last encountered in 1986 in Chernobyl fallout, 
could be detected in several grass samples – grass is a good 
collector for airborne isotopes attached to aerosols. 

Under guidance of IRSN (France) and IRS Hannover, all Ru-
106 data from Ro5 member labs and from CTBTO were fur-
ther analysed and compared to backward trajectories from 
atmospheric transport models. The results indicate a release 
point near the southern Ural region in Russia. The Mayak 
industrial complex, housing a large radioisotope factory, is 
located there, and this factory had signed a contract for 
production of a very strong Ce-144 radioisotope source 
needed for a high-energy physics experiment on neutrino 
oscillations to be performed at the Gran Sasso Laboratory in 
Italy. Ce-144 is commonly produced from spent reactor fuel, 
inevitably also containing Ru-106. The Mayak factory with-
drew from the contract shortly after the Ru-106 detections 
without giving reasons. However, the factory as well as the 
Russian state deny knowledge about a release of Ru-106.  

Given this situation, the paper and its conclusions became 
highly relevant. The publication in PNAS (Masson et al. 2019) 
was chosen for the journal’s title page and caused enormous 
media interest. 
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Figure 86: Conceptual model for the sorption of radionu-
clides in soil (DOM: dissolved organic matter). The solid 
arrows indicate surface sorption, the dashed arrows 
indicate covalent binding of elements like I or Se to 
organic matter (the latter processes are not included in 
UNiSeCs II) 

 

 

Modelling the partitioning of radionuclides in agricul-
tural soils 
Volker Hormann 

ontamination of the environment by radionuclides may 
occur in the course of nuclear accidents as in Chernobyl 

or Fukushima where the main route is deposition onto 
plants and into the soil, being transported by rain or irriga-
tion water. Another scenario is the leakage of long-lived 
radionuclides from a nuclear waste repository (NWR) and 
their subsequent migration into groundwater and surface 
soil. The soil can serve as a large reservoir for these nuclides, 
depending on their chemical properties and the chemical 
composition of the soil in question. Often a large proportion 
of the contaminant will be adsorbed to the surface of soil 
particles, but a certain amount will be present in the liquid 
phase (“soil solution”). This partitioning is described by the 
so-called distribution coefficient or Kd (in L/kg) which is de-
fined as the ratio of the activity sorbed to the soil solids (in 
Bq/kg) to the activity in soil solution (in Bq/L). Plant roots 
generally do not distinguish between contaminants and 
nutrients and thus, radionuclides may be taken up from the 
liquid phase and incorporated into various parts of the plant, 
depending on the chemical nature of the contaminant. If the 
plant is edible, the radioactive contaminants enter the food 
chain and are finally ingested by humans. 

Radioecological models like ECOLEGO for the assessment of 
radiation risks arising from these contaminations usually 
require information on the Kd  of radionuclides in agricultur-
al soils. In most cases, tabulated values are used. As these 
values have large uncertainties, geochemical models are an 
attractive alternative, because they can calculate the Kd 

dependence on the relevant measurable soil parameters.  

In the framework of the joint 
project Trans-LARA* (funded 
by the BMBF), which is de-
signed to broaden the under-
standing of radionuclide 
transport from groundwater to 
plants, a model has been de-
veloped that is simultaneously 
valid for the long-lived radio-
nuclides americium, plutonium 
and selenium. These are all relevant in the nuclear waste 
repository context while their chemistries are considerably 
different. Using a simplified picture of soil composition 
(Hormann 2015) and thermodynamic data from the litera-
ture for the most relevant soil components, a component 
additive model for the estimation of radionuclide partition-
ing and speciation in agricultural soils has been further de-
veloped and validated. With the help of this model (called 
UNiSeCs II), distribution coefficients for Am, Pu and Se can 
be estimated reasonably well, thus reducing the uncertainty 
that arises from the use of tabulated values. For these ele-
ments, the most important soil parameters have been iden-
tified by calculating and comparing single parameter sensi-
tivities of the Kd. UNiSeCs II is a further step towards estab-
lishing a set of common assumptions for the geochemical 
modelling of radionuclide partitioning in agricultural soils 
that can be applied to as many elements as possible. This 
will help to improve the estimation of radiation risk after 
radioactive contamination of the environment. 
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This work has been submitted to the journal “Environmental 
Science and Pollution Research” and is currently under re‐
view. 

This work was supported by the German Federal Ministry of 
Education and Research (BMBF) under grant FKZ 
02NUK051D. 
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Teaching activities 
Annette Ladstätter-Weißenmayer, Harry Küllmann, and Anja Gatzka 

oday’s graduate and postgraduate education in the field of 
Earth System and Environmental Science is a highly inter-

disciplinary and inter-institutional challenge. The existing re-
search infrastructure at the University of Bremen (UB) and the 
Alfred Wegner Institute, Helmholtz Centre for Polar and Ma-
rine Research, Bremerhaven (AWI) offers a unique research 
environment in north-western Germany to study past, present 
and future changes of the Earth system. The education and 
qualification of Master and PhD students is carried out on an 
internationally competitive level. 

Since 2000, the international Master program “Postgraduate 
Program Environmental Physics” (PEP) accredited by the Ger-
man Accreditation Council is offered in collaboration with the 
AWI, Bremerhaven. Since its start, 138 students successfully 
finished this program with a Master degree, 15 with a Certifi-
cate. The foci of this program are on the atmosphere, ocean, 
land and climate as well as on remote sensing and dynamics. 

In the winter semesters 2019/20 until 2020/21, 50 students 
started this study-program at the University of Bremen. The 
students came from Bangladesh, Egypt, Germany, Ghana, 
India, Iraqi, Italy, Nigeria, Pakistan and Singapore. 

In 2006, a very successful collaboration between the Universi-
ty of Bremen and the Ocean University of China (OUC) in 
Qingdao/China started with the aim to offer Master double 
degrees of both universities. In this program, Chinese students 
start their studies in China, participate one year in the PEP 
program in Bremen and then complete their studies at the 
OUC. The German students start with one year at the OUC in 
Qingdao and then study one year in the PEP program. 

In addition to these students, 29 so called Wahlfachstudenten 
from Physics, 31 from Space Sciences and Technologies, and 
59 from Space Engineering are participating every year in the 
PEP program. 

In the last 20 years, 69% of our students started - after finalis-
ing their master program or their Certificate - their PhD stud-
ies at the Institute of Environmental Physics in Bremen, the 
AWI in Bremerhaven or at another institution, while the re-
maining 31% applied directly for a job in industry or in climate 
or weather forecast related agencies. 

As Bremen is one of the most important locations for aero-
space in Germany, IUP and AWI together with partners from 
the departments of Electrical Engineering, Mathematics and 
Production Engineering from the University of Bremen set up 
a curriculum for an international Master program in Space 
Sciences and Technologies, which started in winter 2017/18. 
In the winter semesters 2019/20 until 2020/21, 72 Students 
from India, Pakistan, Iran, Sudan, Bangladesh, Mexico, Nepal, 
Germany came to the University of Bremen to study Space 
Sciences and Technologies – Sensing, Processing and Commu-
nication to get trained in experimental methods towards 
space applications, numerical data analysis and interpretation 
via sophisticated models. 

In 2006 in the context of the excellence initiative, the Bremen 
International Graduate School for Marine Sciences GLOMAR 
was launched and funded by the Deutsche Forschungsge-
meinschaft (DFG). This Graduate School is carried out with the 
following partners: University of Bremen, DFG Research Cen-
ter Ocean Margin (RCOM), Center for Marine Environmental 
Science (MARUM), Research Center for Sustainability Studies 
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(ARTEC), AWI, German Maritime Museum (DMS), Max Planck 
Institute for Marine Microbiology, Center for Tropical Marine 
Ecology (ZMT). For excellent PhD students GLOMAR provides 
an optimal student research environment and fosters excel-
lence in education and research. In general, the Graduate 
School’s educational concept allows the PhD students to de‐
velop into excellent interdisciplinary researchers, with interna-
tional contacts and a publication record in peer-reviewed 
international journals, skills in conducting research and in 
communication (on disciplinary and interdisciplinary levels to 
both experts and students as well as to the public), and in 
project management. 

In 2009, the Helmholtz Graduate School POLMAR (Polar and 
Marine Research) started with the following partners: AWI 
(host institution), University of Bremen, Jacobs University 
Bremen, Max Planck Institute Bremen, University of Potsdam, 
Institute for Marine Resources (IMARE), and Hochschule 
Bremerhaven. 

These programs enable PhD students from a variety of disci-
plines to cooperate and exchange views on the common 
theme of linking ‘data and modelling’, leading to a better un-
derstanding of local processes within a global context. It pro-
vides a structured framework for education and qualification 
for excellent PhD students dealing with the challenging ques-
tions in Earth System Science and Polar and Marine Research. 
Developing all categories of skills needed for analysing com-
plex climate and environmental systems and the development 
of integrated solutions in a supportive network of collaborat-
ing research institutions fosters outstanding career options. 
Structured training and supervision supported by a broad 
range of soft skill courses is indicative for the entire concept. 
Up to now, more than 100 PhD students are within POLMAR. 

The DFG funded German-Canadian International Research 
Training Group (IRTG) ArcTrain "Processes and impacts of 
climate change in the North Atlantic Ocean and the Canadian 
Arctic", which has been funded since 2013, is a consortium of 
scientists from the IUP (G. Spreen, J. Notholt, M. Rhein, M. 
Walter (co-speaker), D. Kieke), MARUM, the AWI and col-
leagues from 9 Canadian institutes. In 2017, the program was 
successfully evaluated and funding was assured until the end 
of 2022. Since 2017, 14 PhD students of the first two cohorts 
and three associated PhD students graduated successfully.   

Since January 2016, the DFG is funding the Transregional Col-
laborative Research Centre TR 172 (AC³), providing a unique 
research environment to study the increase of Arctic near-
surface temperature during the last decades, which is com-
monly referred to as Arctic Amplification, from complemen-
tary viewpoints, bridging various observations and modelling 
approaches. University of Leipzig, as the coordinating Univer-
sity has applied together with the University of Bremen (IUP: J. 
Notholt (co-speaker) and J.P. Burrows), University of Cologne 
and the Alfred-Wegener Institute for Polar and Marine Re-
search (AWI), and the Leibniz Institute for Tropospheric Re-
search (TROPOS) for support of this research project. In Janu-
ary 2020, the program was successfully evaluated and M. 
Rhein joined AC3. Funding is assured until the end of 2023.   

The IUP Bremen regularly welcomes students from high 
schools in Bremen carrying out practical exercises. During 
these internships, the students have the opportunity to work 
in different research groups together with scientists for a time 
period of 2 weeks to get a first impression of research work. 

In addition, the members of IUP are very active and involved 
in the “Day of Physics” and “Advents Physics” to give an in‐
sight into scientific work at IUP.  
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  IUP Bremen Staff, December 2019 (credit: W. Gurlit)
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