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Abstract. A new method for the fast and accurate retrieval of atmospheric trace
gas total column amounts from near-infrared nadir radiances, to be measured
by the scanning imaging absorption spectrometer for atmospheric chartography
(SCIAMACHY) spectrometer on board the European Space Agency Envisat-1
satellite, has been investigated. It can be characterized as a weighting function
modified differential optical absorption spectroscopy approach (WFM-DOAS). The
reference spectra of the linear fit include the trace gas total column weighting
functions, a weighting function for a temperature profile shift, and a low-order
polynomial. Systematic errors due to uncertainties in atmospheric and surface
parameters which cannot be retrieved, such as the trace gas vertical profile
shapes, pressure and temperature profiles, aerosols, and the surface reflectivity, are
quantified. The total column precisions of all trace gases to be retrieved from the
SCIAMACHY near-infrared channels 7 (1940-2040 nm) and 8 (2265-2385 nm) have
been estimated to be better than 1% for H₂O, CO₂, and CH₄, and better than 10%
for N₂O and CO. The potential of SCIAMACHY to measure regional CO₂ and CH₄
emission fluxes has been investigated. Both are important greenhouse gases to be
monitored and reduced according to the Kyoto Protocol of the U.N. Framework
Convention on Climate Change.

1. Introduction

The scanning imaging absorption spectrometer for atmospheric chartography (SCIAMACHY) instrument
[Burrows et al., 1995; Bovensmann et al., 1999] is a multichannel diode array satellite spectrometer covering
the spectral range 240-2385 nm with moderate resolution (0.2-1.6 nm) and will observe the Earth's atmo-
sphere in nadir and limb, and solar and lunar occultation viewing geometries. SCIAMACHY is part of
the atmospheric sciences payload of the European Space Agency (ESA) Envisat-1 satellite due for launch in mid
2001. This study presents the first detailed investigation concerning CH₄, CO, CO₂, H₂O, and N₂O total
column retrieval using the near-infrared (NIR) nadir measurements of SCIAMACHY. All these gases play a
significant role in climate change: directly, with the exception of CO, as they are important greenhouse gases
[Intergovernmental Panel on Climate Change (IPCC), 1995], or indirectly, as for CO, which influences the
tropospheric OH and thereby the CH₄ concentration [Daniel and Solomon, 1998]. In addition, these species
and their reactions are important in determining the ozone concentration in the troposphere and the strato-
sphere [see, e.g., Crutzen et al., 1999; Solomon, 1999, and references therein].

SCIAMACHY has eight spectral channels, with 1024 individual detector diodes per channel, observing simultane-
ously the regions 240-1750 nm (channels 1-6), 1940-2040 nm (channel 7), and 2260-2385 nm (channel 8). The
absolute radiometric accuracy required for SCIAMACHY is 3-4% for the Sun-normalized radiance measure-
ments, that is, for the ratio of earthshine radiance and extraterrestrial solar irradiance. The required rela-
tive accuracy within one channel is 0.02% (excluding noise). Details about atmospheric constituents to be
measured using the channels 1-6 or the limb and occultation modes of SCIAMACHY, not discussed in this
study, are given by Bovensmann et al. [1999].

This study focuses on the retrieval of atmospheric trace gas total column amounts from the NIR nadir
Sun-normalized radiance measurements using channel 7 (1940-2040 nm, spectral resolution 0.21 nm as char-
acterized by the full width at half maximum (FWHM) of the bell-shaped (approximately Gaussian) instru-
ment slit function) and channel 8 (2260-2385 nm, 0.24 nm FWHM). The spectral region covered by channel
7 is dominated by strong CO₂ and H₂O absorption,
the channel 8 region by strong absorption due to CH$_4$
and H$_2$O and relatively weak absorption bands of CO
and NO$_2$. The approximate spectral sampling intervals
(wavelength grid), or equivalently, the spectral interval
covered by each of the (consecutively arranged) 1024
detector diodes per channel, is about half the spectral
resolution FWHM of a given channel. In nadir mode,
SCIAMACHY is across-track scanning ±30° around
the nadir direction (for the nominal swath width) re-
sulting in four ground pixels of $30 \times 240$ km$^2$ each (along
track times across track) for an integration time of 1 s.

Trace gas total column amounts of, for example,
ozone, NO$_2$, BrO, or SO$_2$, can be derived from scat-
tered and reflected ultraviolet and visible solar radia-
tion detected from space, using the "standard" dif-
ferential optical absorption spectroscopy (DOAS) al-
gorithm, as demonstrated by the global ozone monitor-
ing experiment (GOME) instrument [Burrows et al., 1999;
Eisinger and Burrows, 1998; Richter et al., 1998, and
references therein]. GOME on the ERS-2 satellite is a
small-scale version of SCIAMACHY restricted to nadir
measurements in the 240-790 nm spectral region. The
first four channels of GOME and SCIAMACHY are
nearly identical. GOME has been successfully provid-
ing data since April 1995. The standard GOME-DOAS
algorithm is in principle identical with the DOAS algo-
rithm widely used by the atmospheric science commu-
ity for the retrieval of vertical column amounts from
ground-based zenith sky measurements of scattered ra-
diation in the UV-visible region (see references given by
Bovensmann et al. [1999]).

The GOME-DOAS algorithm retrieves the trace gas
total column (also called vertical column density (VCD))
in a two-step approach. In a first step, trace gas slant
column densities (SCD) are determined by linear least
squares fitting a combination of trace gas absorption
cross sections, a low-order polynomial, and a Ring ref-
erence spectrum (to account for inelastic Raman scat-
tering), to the measured optical depth, defined as the
negative logarithm of the ratio of earthshine radiance
and solar irradiance. The SCD of a given trace gas
is converted in a second step to the desired VCD by
dividing the SCD with an appropriate air mass factor
(AMF), obtained by radiative transfer simulation.

This standard DOAS algorithm is based on several
assumptions, mainly related to the pressure and tem-
perature, and therefore altitude, and wavelength depen-
dence of the trace gas absorption cross section. The
DOAS algorithm applied to measurements of scattered
light also requires that the trace gas absorption is weak,
as standard DOAS is based on the assumption that the
logarithm of the radiance depends linearly on the trace
gas vertical column amount (Beer-Lambert law). Fur-
thermore, the Beer-Lambert law is strictly valid only
for monochromatic radiance measurements, an assump-
tion not valid for radiation that strongly depends on
wavelength within spectral intervals as defined by the
instrument resolution. Due to the much stronger de-
pendence of the trace gas absorption cross sections in
the near-infrared spectral region on pressure, tempera-
ture, and wavelength, and because the absorption is
generally quite strong, the standard DOAS algorithm
cannot directly be applied to NIR measurements (or to
water vapor retrieval in the visible). One reason is sim-
ply that the standard DOAS algorithm requires an abs-
sorption cross section reference spectrum for each trace
gas that absorbs in a given spectral fitting window. If,
however, the absorption cross section strongly depends
on altitude, the selection of an absorption cross section
spectrum valid for one altitude only may introduce large
total column errors.

A significant modification of the standard DOAS al-
gorithm, called weighting function modified (WFM)
DOAS, is presented in this paper, appropriate also for
the NIR spectral region. The WFM-DOAS algorithm is
based on approximating the logarithm of the measured
Sun-normalized radiance by a corresponding linearized
model quantity (i.e., using the mean radiance and its
derivatives calculated for a given model atmosphere)
plus a low-order polynomial. The main difference be-
 tween both algorithms is that the trace gas absorption
cross section reference spectra used by standard DOAS
are replaced by trace gas total column weighting func-
tions, that is, by spectra representing the relative radi-
ance change due to a vertical profile change (applying
an altitude-independent scaling factor to the entire pro-
file). The WFM-DOAS fit parameters are the desired
vertical columns (more precisely: the column differ-
ence with respect to the known column of a model atmo-
sphere). This eliminates the need for an air mass factor
conversion. It can be shown that the standard DOAS
equation (based on cross section reference spectra) can
be derived from the WFM-DOAS equation (based on
weighting function reference spectra; see section 3), if
(1) the trace gas absorption cross sections are altitude
independent, and (2) the atmosphere is optically thin
(see Rozanov et al. [1998], discussing standard DOAS
AMFs and AMFs derived using weighting functions).
As the WFM-DOAS equation is a generalization of the
standard DOAS equation, the WFM-DOAS algorithm
can also be applied to the UV-visible spectral region
as standard DOAS. Apart from WFM-DOAS, several
other modifications have been proposed to improve the
standard DOAS algorithm focusing on the UV-visible
spectral range [Diebel et al., 1995; Richter, 1997; Bur-
rows et al., 1999; Noël et al., 1999].

The structure of this paper is as follows: section 2 is
introducing the radiative transfer model used for this
study, including a discussion of the radiative transfer
aspects relevant for the spectral region around 2 μm.
In section 3 the WFM-DOAS algorithm is presented.
The algorithm is investigated in section 4 using simu-
lated SCIAMACHY nadir measurements around 2.3
μm. Section 5 estimates the trace gas total column re-
trieval precisions taking into account the measurement
noise. The potential of SCIAMACHY to measure re-
2. Radiative Transfer in the 2 μm Spectral Region

The radiative transfer model SCIATRAN used for this study provides numerical solutions of the monochromatic scalar radiative transfer (RT) equation for a plane-parallel vertically inhomogeneous atmosphere using the finite difference method [Barkstrom, 1976], taking into account multiple scattering. The sphericity of the Earth is considered by using a pseudospherical approach, that is, the solar source function (the number of solar photons reaching a given altitude before being scattered for the first time) is evaluated taking the sphericity of the Earth fully into account, including refraction. The numerical solution of the RT equation, as determined by SCIATRAN, is the Sun-normalized radiance (here the radiance for a constant solar flux of π), in this study also called intensity.

SCIATRAN is an extension of the GOMETRAN RT model [Rozanov et al., 1997], in particular with respect to molecular line absorption due to CH4, CO, CO2, H2O, N2O, and O3 in the 440-2400 nm spectral region. For this purpose, a fast correlated-κ distribution scheme has been developed [Buchwitz et al., 1998, 1999, 2000], taking into account the instrument resolution. This scheme is used for this study. The correlated-κ coefficients (representative absorption cross sections for finite spectral intervals) were generated using the HITRAN 96 database of spectroscopic line parameters [Rothman et al., 1998]. Alternatively, a line-by-line scheme has also been implemented, mainly for reference purposes. The correlated-κ and the line-by-line radiances agree to within better than 1-2% after convolution with the SCIAMACHY slit function. This holds for the entire spectral region covered by SCIAMACHY. In this study, retrieval errors due to uncertainties in spectroscopic parameters are not considered. For a discussion of the quality of the HITRAN 96 data in the spectral region covered by channel 8, see Edwards et al. [1999].

In addition to molecular line absorption, absorption due to ozone, NO2, BrO, and other trace gases absorbing in the ultraviolet and visible spectral regions, is implemented in SCIATRAN, as well as Rayleigh scattering by air molecules. Parameterization schemes for scattering and absorption by clouds [Kurosu et al., 1997] and aerosols [Hoogen, 1995; Kauss, 1998] (and the MODTRAN aerosol model based on Shettle and Fenn [1979]) are implemented for the 240-2400 nm spectral region. For this study only the MODTRAN [Kneizys et al., 1996] aerosol model has been used. Rotational Raman scattering by air molecules ("Ring effect") can be considered [Vountas et al., 1998]. Thermal (Planck) emission of the atmosphere and the surface has also been implemented recently. The Earth’s surface is modeled for this study as a wavelength-independent Lambertian reflector.

SCIATRAN enables derivatives of the top-of-atmosphere radiance (i.e., weighting functions) with respect to many atmospheric parameters and albedo changes to be determined quasi-analytically [Rozanov et al., 1998]. These derivatives of the radiance in addition to the radiance itself are needed for the retrieval algorithm presented in this study. This quasi-analytical weighting function scheme, which provides altitude-resolved weighting functions, enables time-consuming numerical perturbation methods, which are usually applied to determine the weighting functions, to be entirely avoided. This scheme is based on solving the linearized RT equation, derived by introducing analytical variations for all relevant atmospheric parameters in the (nonlinearized) RT equation. These parameters are, for example, the concentration of all trace gases at all altitude levels. Solving the linearized RT equation, for the changes of the radiance due to changes in the atmospheric parameters, only requires a negligible amount of additional computational effort. This is due to the fact that the same inverted matrix needed for the radiance calculation is also required to solve the linearized RT equation, that is, no additional (time consuming) matrix inversion needs to be performed.

All results presented in this study are based on full multiple scattering radiative transfer simulations. Although scattering in the 2 μm spectral region is less important in comparison with the UV-visible region, it has been shown that scattering, even multiple scattering, cannot be neglected [Buchwitz et al., 1999]. Typically, 10% of the photons observed in nadir viewing geometry from space have been scattered more than once in the spectral region 2260-2385 nm corresponding to SCIAMACHY channel 8 [Buchwitz et al., 1999]. In this spectral region the ratio of two radiance spectra calculated assuming single scattering and full multiple scattering show, in addition to the 10% offset, differential structures which are correlated with strong H2O and CH4 absorption features. The amplitude of these structures is of the order of a few percent, that is, comparable in magnitude with typical overlapping CO and N2O absorption structures.

The filling-in of Fraunhofer lines and atmospheric absorption structures in scattered light due to inelastic rotational Raman scattering (Ring effect) usually needs to be considered for DOAS total column retrieval in the UV-visible spectral region [see, e.g., Vountas et al., 1998]. SCIATRAN simulations in the 2360 nm spectral region show that the effect of rotational Raman scattering on the radiance is generally less than 0.011% for SCIAMACHY nadir measurements. The Ring effect may reach 0.1% in spectral regions showing very strong absorption features. The Ring effect can therefore be neglected for SCIAMACHY channel 8 retrieval.

In the spectral region covered by SCIAMACHY (240-
2385 nm) the majority of the photons detected from space in nadir viewing geometry are solar photons reflected from the surface or scattered in the atmosphere. SCIAMACHY radiative transfer simulations show that below 2360 nm the fraction of photons generated by thermal emission is generally well below 1% at SCIAMACHY resolution. In between 2360-2385 nm (end of channel 8), however, the radiance levels are very low due to strong H2O and CH4 absorption structures, and the effect of thermal emission on the top of atmosphere radiance may reach 3%. For the retrieval study presented here, thermal emission has been neglected. The corresponding retrieval error is assumed to be negligible but has not been quantified yet.

As SCIAMACHY solves the scalar RT equation and not the full vector RT equation based on the Stokes vector formalism, polarization has been neglected for this study. The scalar RT equation accurately accounts for single scattering but introduces intensity errors for higher orders of scattering [e.g., Stamnes, 1994]. Therefore the error introduced by neglecting polarization increases with increasing multiple scattering. Multiple scattering decreases with increasing wavelength and increasing atmospheric absorption. For SCIAMACHY nadir observations, the largest error introduced by neglecting polarization should appear in the spectral region 300-350 nm (below 300 nm the strong ozone absorption significantly reduces the fraction of multiply scattered light). In this region the error on the radiance introduced by neglecting polarization can reach about 5% [Stamnes, 1994]. This error is assumed to be much smaller in the NIR spectral region investigated in this study.

3. Weighting Function Modified DOAS Method

In this section a fast and accurate approach for the retrieval of trace gas total column amounts from near infrared nadir radiance measurements is presented. The error on the retrieved vertical columns due to a priori assumptions concerning trace gas vertical profile shapes, interfering trace gases, pressure and temperature profiles, aerosol scattering and extinction, and surface reflectivity is quantified. This study focuses on ground pixels classified as cloud free. The fraction of a SCIAMACHY ground pixel covered by clouds can be determined, as shown by GOME, by several means, for example, by analyzing the radiances inside and outside the oxygen A-band region around 760 nm (channel 4) and by using the subpixel information provided by the polarization measurement devices [e.g., Kurosu et al., 1998; Burrows et al., 1999; Bovensmann et al., 1999].

Before focusing on trace gas total column retrieval, it is interesting to investigate first if height-resolved information can be obtained from the nadir observations. The retrieval of vertical profiles of ozone [Hoogen et al., 1999] or temperature [Rodgers, 1976] from satellite nadir radiance measurements generally requires that the corresponding weighting functions peak at different altitudes for different wavelength. Here, weighting function refers to the derivative of the radiance at top of atmosphere with respect to profile changes at different altitudes.

Figure 1 shows typical altitude-resolved number density profile weighting functions for CO and CH4 calculated with SCIAMACHY for several wavelength corresponding to channel 8. Each weighting function, expressing the top of atmosphere radiance change for an altitude-independent relative concentration change (e.g., +100%) at the given altitude, peaks at the surface and decreases monotonically with increasing altitude. From the similarity of the weighting functions it can be concluded that no significant height-resolved CO and CH4 information can be derived from the SCIAMACHY nadir measurements (for this purpose the limb and occultation measurements have to be used). However, CO and CH4 total column information can be derived from the nadir observations as will be shown in this study. Similar remarks hold for N2O. Total column weighting functions, expressing the radiance change for an altitude-independent relative change of the trace gas concentration profile (scaling factor), as required for
WFM-DOAS, can be obtained by vertically integrating the altitude-resolved weighting functions from the surface to the top of the atmosphere.

The weighting function modified DOAS algorithm, as described in the following, is, as the standard DOAS algorithm, a linear least squares algorithm which extracts the total column information only from differential trace gas absorption features, as all (multiplicative) broadband contributions that affect the radiance are compensated by a low-order polynomial \( P'(\lambda) \). Therefore the retrieval is relatively insensitive to aerosols, optically thin clouds, surface reflectivity, and trace gas continuum absorption, e.g., due to \( \text{H}_2\text{O} \). The polynomial subtraction also reduces the sensitivity for broadband residual radiometric calibration errors. However, all DOAS algorithms require an accurate spectral calibration. The spectral knowledge and stability for SCIAMACHY measurements is expected to be better than about \( 1/20 \) of a detector pixel (corresponding to 0.007 nm for channel 8). In order to correct even for small spectral misalignments between the reference and the measured spectra, a nonlinear shift-and-squeeze spectral correction algorithm is usually applied for standard DOAS retrieval. If necessary, the same procedure can also be used for WFM-DOAS. In this study, spectral calibration errors are not considered.

The logarithm of the measured intensity at wavelength \( \lambda_i \), \( I_i^{\text{meas}} \), can be approximated by a first-order Taylor expansion of an appropriate model intensity, \( I_i^{\text{mod}} \), plus a low-order polynomial \( P_i \):

\[
\ln I_i^{\text{meas}}(V^t, b^t) \approx \ln I_i^{\text{mod}}(\hat{V}, \hat{b}) + \frac{\partial \ln I_i^{\text{mod}}}{\partial V} \bigg|_{\hat{V}} (\hat{V} - V) + \sum_{j=1}^{F} \frac{\partial \ln I_i^{\text{mod}}}{\partial b_j} \bigg|_{\hat{b}_j} (\hat{b}_j - b_j) + P_i, \tag{1}
\]

Here \( V^t \) denotes the true vertical column of the trace gas to be retrieved, \( \hat{V} \) is the corresponding assumed model column, and parameter \( \hat{V} \) is the estimate of the true column to be derived from the radiance measurements, that is, the retrieved column. The retrieved column is obtained by adjusting the model intensity (entire right-hand side of (1)) to the measured intensity (left-hand side) at several spectral points \( \lambda_i \) simultaneously. The \( b_j \) are atmospheric and surface parameters not well known a priori and, if estimated wrongly, result in differential spectral structures (i.e., fit residuals indicating a mismatch between the adjusted linear model and the measurement) that may disturb the retrieval of \( V^t \). Candidates are the total columns of all interfering gases, as well as temperature, pressure, albedo, aerosol, and cloud parameters. In this study the temperature parameter is an altitude-independent temperature shift and the pressure parameter is a scaling factor for the entire pressure profile. The corresponding fit parameters \( \hat{b}_j \) are collected in vector \( \hat{b} \). Vector \( b^t \) contains the corresponding true parameters and \( \hat{b} \) is the corresponding model vector (all atmospheric and surface model parameters are denoted by bars). In comparison with the standard DOAS equation, this equation differs in several aspects: (1) by introducing the model intensity spectrum, \( I_i^{\text{mod}} \), corresponding to an assumed atmospheric state and surface reflectivity, (2) by replacing the trace gas absorption cross-section reference spectra by total column weighting functions, and (3) by introducing additional terms to compensate for disturbing high-frequency spectral effects, for example, arising from atmospheric pressure and temperature effects. In line with standard DOAS the logarithm of the intensity rather than the intensity itself is modeled.

The WFM-DOAS approach requires a radiative transfer model for the accurate simulation of the intensity and its derivatives (note that \( \partial \ln I_i/\partial x = I^{-1} \partial I/\partial x \)), and the identification of atmospheric and surface parameters which might interfere with the total column information to be retrieved. In order to avoid ambiguities, the reference spectra (i.e., the derivatives of the logarithm of the intensity) need to be sufficiently spectrally uncorrelated in the selected spectral fitting window. In addition, the dependence of the logarithm of the intensity with respect to all relevant (fit) parameters must be sufficiently linear around the selected linearization point (denoted by bare).

The unknown parameters in (1), that is, \( \hat{V} \), \( \hat{b} \), and the polynomial coefficients, can be determined by a (weighted) linear least squares minimization:

\[
\|y - Ax\|^2 \rightarrow \text{minimize with respect to } x. \tag{2}
\]

The components of vector \( y \) are \( y_i = (\ln I_i^{\text{meas}} - \ln I_i^{\text{mod}})/\sigma_i \), where \( \sigma_i \) denotes the standard deviation of the intensity divided by the mean intensity, that is, the relative standard deviation (only relevant, if the noise level depends strongly on wavelength). Vector \( x \) contains the fit parameters. Component \( \alpha_1 \) is the dimensionless total column fit parameter \( (\hat{V} - V)/\hat{V} \). Components \( \alpha_2 \) to \( \alpha_{F+1} \) are the dimensionless parameters \( (b_j - \hat{b}_j)/\hat{b}_j \). The remaining components are the polynomial coefficients. Each column of matrix \( A \) corresponds to one fit parameter. The first column contains the dimensionless total column weighting function, also weighted with \( \sigma_i \), that is, \( A_{1i} = \partial \ln I_i^{\text{mod}}/\partial V \hat{V} \). The following \( F \) columns are defined similarly, but for the \( \hat{b}_j \). The last \( K \) columns contain the polynomial basis functions \( p_k^i \), \( k = 1, \ldots, K \), defined as \( p_k^i = \lambda_k^{i-1}/\sigma_i \). The solution \( \hat{x} \) of (2) is

\[
\hat{x} = C_x A^T y, \tag{3}
\]

where \( C_x = (A^T A)^{-1} \) is the solution covariance matrix and \( T \) denotes matrix transpose [see, e.g., Press et al., 1992].

If the problem is not sufficiently linear to retrieve ac-
accurate total columns using (1), an iterative scheme has to be used. For this purpose the linear regression has to be repeated using the results from the previous fit to update the first guess model parameters. This requires new reference spectra valid for the updated model parameters. A noniterative algorithm, however, is attractive because it is much faster. Due to the large amount of spectra to be measured by SCIAMACHY (about 1 spectrum each second), an algorithm that aims to provide global data products not only has to be accurate but also needs to be very fast. Precalculating all radiance and weighting function reference spectra permits time-consuming on-line radiative transfer simulations to be avoided. This look-up-table approach, however, requires, particularly for the planned global application, to consider the dependence of the reference spectra on several parameters which vary continuously along the orbit, such as the solar zenith angle and the viewing angles. These problems will be investigated in the following section.

4. Retrieval Studies Using Simulated Measurements

This section focuses, as an example, on CO total column retrieval from channel 8 nadir measurements in the spectral region 2310-2380 nm. As the weighting function modified DOAS approach is quite general, as explained in section 1, it also can be applied to other trace gases, spectral regions, and viewing geometries, for instance, ground-based or airborne observations.

The only near-global tropospheric CO measurements made until end of 1999 have been performed by the Measurement of Air Pollution from Satellite (MAPS) experiment from space shuttles [see Reichle et al., 1991, and references therein]. MAPS detects the 4.67 μm fundamental band of CO using the gas filter correlation technique. From these measurements the average CO mixing ratio in the upper troposphere has been determined. These measurements have shown the high spatial variability of CO, and large CO sources resulting from biomass burning in the Southern Hemisphere have been identified. On December 19, 1999, the Measurement of Pollution in Troposphere (MOPITT) instrument has been successfully launched on board the EOS Terra satellite (also known as EOS-AM1). MOPITT makes gas correlation measurements to determine the CH4 total column (using the 2.2 μm channel) and the CO total column and profile (using its 2.3 and 4.67 μm channels) at 22×22 km² horizontal resolution [see Edwards et al., 1999, and references therein]. The estimated total column retrieval precisions are better than 1% for CH4 and 10% for CO [Pan et al., 1998]. The spectral regions 2.2 and 2.3 μm correspond to channel 8 of SCIAMACHY.

The WFM-DOAS retrieval of CO total column amounts from simulated SCIAMACHY Sun-normalized radiance measurements in the 2310-2380 nm spectral region has been investigated to establish the CO total column error in the presence of systematic errors and to identify which additional fit parameters (bj) need to be included.

Figure 2 shows the CO total column weighting function and the weighting functions of interfering atmospheric and surface parameters. Note that, neglecting nonlinearities (i.e., approximating ΔI/ΔI for a given ΔV by ∂lnI/∂V ΔV), these weighting functions can be transformed into transmittance spectra, simply by changing the annotation of the y axis. For example, the CO weighting function needs to be divided by 100 (to convert the percentage radianc change into an absolute radianc change). Finally, 1.0 has to be added to obtain a spectrum that can be interpreted as the radianc for an atmosphere with CO present divided by the radianc for an atmosphere without any CO present (neglecting nonlinearities, a +100% column change and a -100% column change result in the same absolute radianc change). The resulting "CO transmittance spectrum," corresponding to somewhat more than twice the vertical optical path through the atmosphere mainly due to the slant solar illumination, is about 1.0 in between the lines and on either side of the band, and about 0.96 in the center of the strongest lines. The same procedure can be applied to the H2O and CH4 spectra. Note that values below zero are due to nonlinearities. They would be close to zero for true transmittance spectra.

As can be seen, all weighting functions show significant spectral structures. Each trace gas can be identified by its characteristic spectral fingerprint. The weighting functions for temperature, pressure, and albedo, are, however, less characteristic and are strongly correlated with strong water vapor absorption and, to a minor extent, with methane absorption.

Test retrievals with simulated measurements have been performed for a wide range of conditions using different combinations of solar zenith angles (40°, 70°), albedo (0.05-0.2), pressure, temperature, and trace gas concentration profiles (using the six MOZYTRAN reference atmospheres based on McClatchey et al. [1972]), and aerosol scenarios. In total, more than 50 significantly different CO retrieval scenarios have been investigated. Figure 3 shows, as a typical example, the result of a WFM-DOAS fit using the total column weighting functions for CO, H2O, and CH4, a weighting function for a temperature shift, and a second-order polynomial (constant, linear, and quadratic terms), adjusted to simulated SCIAMACHY measurements by linear least squares minimization. The temperature weighting function has been included to consider the dependence of the trace gas absorption cross sections on the atmospheric temperature profile. The assumed model scenario comprises pressure, temperature, and CO, H2O, and CH4 volume mixing ratio profiles corresponding to the U.S. Standard Atmosphere [McClatchey et al., 1972]. An albedo of 0.2 has been selected, a typical value for vegetation. The aerosol scenario is character-
Figure 2. Dimensionless weighting functions (percentage intensity change assuming linearity) for altitude-independent perturbations of atmospheric and surface parameters. The first three panels show total column weighting functions corresponding to a trace gas concentration increase of +100% at each altitude (here WF [%] means $\delta \ln I/\delta V|_{V=V_0} \times 100$, see (1)). The following panels show the weighting functions for temperature profile shift, pressure profile scaling, and albedo. The scenario is identical to Figure 1.

ized by maritime aerosol in the boundary layer. The visibility is that for a troposphere having background aerosol, that is, 23 km, and the relative humidity is 80%. Background aerosol has also been assumed for the stratosphere and the mesosphere. The solar zenith angle was 40° and the scan angle corresponds to exact nadir observation from space. The simulated measurements correspond to a scenario that significantly differs from the mean scenario to consider the typical variability of the atmosphere: the CO, H₂O and CH₄ number density profiles have been scaled by 1.4, 1.2, and 1.1, respectively. The pressure profile has been scaled with 1.02, corresponding to a +20 hPa change of the surface pressure, and the temperature profile has been shifted by 5 K. The albedo was 0.1 instead of 0.2. These parameters result in model radiances being roughly 2 times larger than the simulated measurements. Despite the large differences in atmospheric and surface parameters, the retrieved CO column agrees within 1% with the true column. Note that no iteration has been performed. The H₂O and CH₄ total columns agree to within 0.4% and 0.2%, respectively. The 5 K temperature profile shift was determined to within 0.1 K. These deviations are systematic errors resulting mainly from linearization errors. They could be further reduced by iteration. No noise has been added to the simulated measurements at this stage. Random errors due to noise will be discussed separately in section 5.

This excellent agreement of the fit parameters with the true atmospheric parameters indicates that the albedo and pressure weighting functions need not to be considered for accurate CO retrieval. This has also been confirmed by other test retrievals using different profiles, solar zenith angles, and albedos. Albedo effects on the radiances are well compensated by the polynomial even for large albedo differences between model and measurement scenarios (e.g., assuming 0.05 instead of 0.2). Although the albedo weighting function exhibits
Figure 3. (a) Model intensity (solid line) and simulated measurement (squares). Each square corresponds to one detector pixel. (b) Solid line, CO total column weighting function (WF) scaled by CO column fit parameter ("CO Reference"), that is, \( \partial \ln I^\text{mod}/\partial V |_{V=\bar{V}} \times (\bar{V} - \bar{V}) \). Squares, measurement minus linear least squares adjusted reference spectra except CO Reference, or, equivalently, CO Reference plus difference between measurement and adjusted model spectrum ("CO Residual"). As can be seen, the differential CO structures can be accurately identified in the measurement. All deviations from the CO Reference correspond to spectral regions containing strong \( \text{H}_2\text{O} \) or \( \text{CH}_4 \) absorption. (c-e) Similar as for Figure 3b but for \( \text{H}_2\text{O}, \text{CH}_4 \), and temperature. Fitting window is the entire CO band in channel 8 (2310-2380 nm). Only a small part is shown for clarity.

spectral structures (see last panel of Figure 2), the inclusion of the albedo weighting function in the linear fit generally does not result in a significant reduction of the CO total column error. Similar remarks hold for the aerosols as they also affect the radiance mainly in a broadband fashion. Even if aerosols are entirely neglected in the assumed model atmosphere, but are present in the observed atmosphere, the resulting CO column errors are still below \( \sim \) 1%. A pressure (scaling) weighting function that may be included to compensate for pressure profile differences between model and measurement scenario is also not necessary (at least for typical surface pressure variations at constant ground altitude). As shown in Figure 2, the radiance changes less than 2% at SCIAMACHY resolution even for a large pressure change (2% increase at all altitudes resulting in a 20 hPa surface pressure change). In comparison, the temperature sensitivity of the radiance is about 2% per Kelvin.

The weighting functions for \( \text{H}_2\text{O} \) and \( \text{CH}_4 \) total columns and for a temperature shift, however, are important for accurate CO retrieval. Neglecting the temperature weighting function results in CO retrieval errors of up to 5-10%. If the temperature weighting function is included, the \( \text{H}_2\text{O} \) total column can be retrieved simultaneously with the CO column within a few percent. However, if the temperature weighting function is neglected, the \( \text{H}_2\text{O} \) total column may be wrong as much as 30%. The \( \text{CH}_4 \) total column error is generally less than 1% but may rise up to 3-4% if the temperature weighting function is neglected.

Using these trace gas and temperature fit parameters
along with the three fit parameters of the second-order polynomial suffices to accurately retrieve the CO column. The CO error was less than 3% for all scenarios investigated including large systematic deviations between model and measurement scenario of, for example, 100% differences in the CO and H₂O columns, 10% difference in the CH₄ column (note that the variability of CH₄ is rather low), 20 K difference in the temperature profile, 2% difference in the pressure profile, and large differences in albedo (e.g., 0.05 instead of 0.2) and aerosols (see above). Test retrievals have also been made for different profile shapes, that is, profile differences not restricted to altitude-independent scaling factors or offsets (shifts). Still the CO total column retrieval error was less than 3%. In this case, the retrieved value of the temperature shift parameter can be interpreted, to a good approximation, as the mean temperature difference between the true and the assumed model atmosphere in the lowermost 5 km.

An accuracy of better than 3% has also been established for the simultaneously derived CH₄ total column. The same holds for H₂O if the column differences between measurement and model are not too large (less than ~50%). For large H₂O differences, the H₂O column error may exceed 5%. This may be explained by nonlinearities due to the strong water vapor absorption in combination with large column differences. This effect is much smaller for CO due to its weak absorption and for CH₄ due to its smaller variability. For H₂O retrieval one iteration would significantly improve the accuracy, or, alternatively, a fitting window where water vapor absorption is small (note that H₂O absorbs in nearly all channels of SCIAMACHY). In general, the temperature shift between the true and the model atmosphere can be retrieved to within better than 1-2 K. The error may be as large as 3 K if the temperatures deviate by 20 K. Similar results have also been obtained for N₂O retrieval in the spectral region 2265-2285 nm. Note that all errors reported in this study refer to a single linear regression, that is, no iteration has been performed.

The intensity and weighting function reference spectra depend on the solar zenith angle, on the line-of-sight scan angle, and on the relative azimuth angle between the instrument line of sight and the Sun direction. All these angles vary continuously over the orbit. In order to apply the algorithm to global total column retrieval, a look-up-table approach is presently envisaged to speed up the retrieval. This requires the selection of a relatively small set of reference spectra. A solution to this problem is to precalculate the reference spectra for exact nadir viewing geometry only, as a function of solar zenith angle. The solar zenith angle grid needs to be sufficiently fine to permit interpolation to arbitrary solar zenith angles (e.g., in steps of 2°-5° for the solar zenith angle range 15°-85°).

The scan and azimuth angle dependence of the reference spectra can be considered using a simple geometrical correction as demonstrated by Table 1, that is, no reference spectra are needed to account for different scan and azimuth angles. The table shows nadir scanning vertical column correction factors for different line-of-sight scan angles (φ) and for a constant solar zenith angle (ψ) of 70°. The values given for CO, H₂O, and CH₄ (columns 2-4) have been derived from simulated WFM-DOAS retrievals. The simulated radiance measurements have been calculated taking the scan angle dependence fully into account. The reference spectra, however, correspond to exact nadir viewing. The table shows the resulting percentage total column retrieval errors. These values can be used to correct the total column amounts determined with nadir-only reference spectra. As expected, the error increases with increasing line-of-sight scan angle and is zero for exact nadir observation. Without any correction, the retrieved columns would be overestimated by up to 4%. The last column shows the ratio of two geometrical path length determined for a plane-parallel atmosphere: the nominator corresponds to the path length for exact nadir viewing and the denominator to the path length corresponding to the actual scan angle, that is, \( \frac{\cos(\phi)^{-1} + \cos(\psi)^{-1}}{(1 + \cos(\psi)^{-1}) - 1} \times 100 \). This simple approach closely reproduces the exact values given in columns 2-4.

The retrieval errors due to linearization can be minimized by selecting for each solar zenith angle an appropriate atmosphere, for example, taking into account the much higher water vapor column in the tropics (corresponding to small solar zenith angles) compared to the polar regions (corresponding to large solar zenith angles). In order to better consider the seasonal variability of the atmosphere, interhemispheric differences, surface topography, and perhaps clouds, several atmospheres per solar zenith angle need to be defined. The
final size of a look-up-table for, for example, CO total column retrieval, has not yet been determined. It is expected that about 500 different sets of radiance and weighting function reference spectra will be sufficient to cover all conditions.

Cloud-contaminated ground pixels constitute an important problem for total column retrieval, particularly, as all the trace gases discussed here have a large fraction of their total column in the lower troposphere. As a significant number of the ground pixels will be at least partially contaminated by clouds, a scheme is required which retrieves accurate columns also for partially cloud covered pixels. As optically thin clouds behave similarly as the aerosols, the retrieval is expected to be insensitive to optically thin clouds due to the polynomial subtraction. One approach to solve the problem of significant cloud contamination is to use long-lived gases whose volume mixing ratios are well known and show much less variability than the trace gas of interest, such as O₂ or N₂O, to perform an air mass correction as described by Noël et al. [1999] for H₂O total column retrieval from GOME data by simultaneously fitting the O₂ absorption. This scheme also allows for a certain extent to correct for clouds. This important topic needs to be addressed specifically in a separate study.

The total column errors reported in this section are systematic retrieval errors (mainly linearization errors). They correspond to noise-free radiances measurements or to the mean systematic column difference with respect to the true column if noise is considered and the retrieval could be repeated many times. This, however, is not possible for SCIAMACHY, mainly due to the variability of the troposphere. Statistical measurement errors due to noise will be discussed in the following section.

5. Estimation of Total Column Retrieval Precisions

Noise on the radiances results in errors on the retrieved vertical columns. The uncertainty of a measured quantity due to noise is usually referred to as precision (1σ standard deviation). This section focuses on the estimation of vertical column retrieval precisions for several important trace gases from SCIAMACHY channels 7 and 8 nadir radiances and solar irradiances measurements for cloud-free conditions. In the following an integration time of 1 s is assumed for a single measurement corresponding to a ground pixel size of 30 × 240 km² (along track times across track) for the nominal maximum across-track line-of-sight scan angle range of ± 30°.

H₂O shows significant absorption in all SCIAMACHY channels except in the UV channels 1 and 2. CO and N₂O can only be retrieved from channel 8. CO₂ shows its strongest absorption in channel 7 but also absorbs significantly in channel 6 (1000-1750 nm). CH₄ strongly absorbs in channel 8 but also in channel 6. As this study focuses on channel 7 and 8 retrieval only, the precisions for H₂O, CO₂, and CH₄ reported here may be considered as upper limits (at least in theory, they can be improved by extending the spectral region used for retrieval).

The scatter of the intensity due to noise, characterized by a 1σ standard deviation, has been estimated using a numerical instrument model based on accurate instrument parameters, derived using detailed information from the detector manufacturers (EPITAXX Inc., Princeton, New Jersey, and SRON, Utrecht, Netherlands). The total noise is assumed to consist of several uncorrelated Gaussian noise terms. The most important terms are atmospheric photon shot noise, Johnson Nyquist noise, that is, thermal noise of the detector diode resistance, dark current shot noise, shot noise due to thermal radiation emitted by the optical bench, and electronic readout noise. The channels 7 and 8 InGaAs detectors exhibit a significant detector pixel-to-pixel variability with respect to dark current and quantum efficiency which adds significantly to the noise. Individual detector pixels marked as not useful by the detector builders, for example, due to high dark current, have been masked out for this study and are termed dead pixels. The signal-to-noise ratios, that is, the standard deviation of the radiance divided by the mean radiance, are similar for channels 7 and 8 nadir measurements. They strongly depend on the atmospheric radiance level. Except for high radiance levels, corresponding to high albedo and low solar zenith angles, the signal-to-noise ratio is, to a good approximation, proportional to the atmospheric radiance. The mean relative radiance noise for channels 7 and 8, that is, the inverse of the signal-to-noise ratio averaged over a channel, is presented in the last columns of Tables 2 and 3 for a variety of conditions.

Channels 7 and 8 radiance spectra have been calculated for different atmospheres, solar zenith angles, and albedos to determine precision values representative for most of the conditions encountered by SCIAMACHY in orbit. The total column precision (i.e., the standard deviation of V) is the square root of the corresponding diagonal element of the covariance matrix Cₓ (see (3)), multiplied by model column V (and correspondingly for the bₓ total column fit parameters). Tables 2 and 3 summarize the main results using the entire channels 7 and 8 for retrieval, respectively. In addition to the trace gases listed in the tables, a temperature weighting function and a second-order polynomial has been included in matrix Cₓ, in line with the WFM-DOAS results reported in the previous section. The precision does not depend significantly on the degree of the polynomial. As expected, the precision improves when the degree of the polynomial is reduced. Excluding the polynomial and the temperature weighting function from the fit, and modifying (1) such that the intensity is modeled rather than the logarithm of the intensity (note that the noise refers to the intensity and not to its logarithm) also does not change the precision much. The precision
Table 2. Trace Gas Total Column Precisions (1σ) for SCIAMACHY Channel 7 Nadir Measurements.

<table>
<thead>
<tr>
<th>Atmosphere</th>
<th>Solar Zenith Angle, deg</th>
<th>Albedo</th>
<th>CO₂, %</th>
<th>H₂O, %</th>
<th>Mean Radiance Noise, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>USS</td>
<td>40</td>
<td>0.20</td>
<td>0.03</td>
<td>0.05</td>
<td>3.0</td>
</tr>
<tr>
<td>USSa</td>
<td>40</td>
<td>0.20</td>
<td>0.03</td>
<td>0.06</td>
<td>3.1</td>
</tr>
<tr>
<td>USSb</td>
<td>40</td>
<td>0.20</td>
<td>0.03</td>
<td>0.06</td>
<td>7.4</td>
</tr>
<tr>
<td>USS</td>
<td>60</td>
<td>0.03</td>
<td>0.22</td>
<td>0.40</td>
<td>11.9</td>
</tr>
<tr>
<td>USS</td>
<td>60</td>
<td>0.10</td>
<td>0.09</td>
<td>0.10</td>
<td>7.5</td>
</tr>
<tr>
<td>USS</td>
<td>60</td>
<td>0.30</td>
<td>0.05</td>
<td>0.08</td>
<td>5.9</td>
</tr>
<tr>
<td>USS</td>
<td>60</td>
<td>0.30</td>
<td>0.05</td>
<td>0.08</td>
<td>2.9</td>
</tr>
<tr>
<td>USS</td>
<td>85</td>
<td>0.20</td>
<td>0.55</td>
<td>0.63</td>
<td>54.3</td>
</tr>
<tr>
<td>USS</td>
<td>90</td>
<td>0.20</td>
<td>8.13</td>
<td>0.03</td>
<td>134.5</td>
</tr>
</tbody>
</table>

Total column precisions are in columns 5 and 6. USS refers to the U.S. Standard Atmosphere [McClatchey et al., 1972]. USSa (USSb) is identical with USS, except that the CO₂ (H₂O) profile is scaled with 1 (2.0). The USS vertical columns are 7.1 x 10²¹ and 4.8 x 10²² molecules/cm² for CO₂ and H₂O, respectively. The mean radiance noise is the relative radiance noise (i.e., the 1σ standard deviation of the radiance divided by the mean radiance) averaged over all pixels of channel 7 (dead pixels are excluded).

improves by up to 30% for N₂O (e.g., 2.6% instead of 2%) and 50% for H₂O but is essentially unchanged for CO, CH₄, and CO₂.

For channel 7 measurements the total column precisions of CO₂ are better than 0.6% at solar zenith angles less than 90°. Best values are around 0.03%. Even for a minimum albedo of 0.03, corresponding to water or snow-covered surfaces, the precision is as good as 0.2%. At solar zenith angles of 90° or larger the signal strongly decreases and the precision exceeds 8%. The channel 7 H₂O precision is approximately a factor of 2 worse compared to CO₂. For constant solar zenith angle the precision improves proportional to albedo (i.e., the inverse of the precision is proportional to albedo). For constant albedo the precision is approximately proportional to the cosine of the solar zenith angle. These values refer to retrievals using the entire channel 7. Restricting the retrieval to the 2025-2040 nm subrange of channel 7, the precisions are about 3 times worse, corresponding to a precision being proportional to the inverse of the square root of the number of detector pixels used for retrieval.

The channel 8 results are as follows: the total column precision of CH₄ is typically better than 0.5%, except for solar zenith angles larger than 85°. At 90° the precision may be as worse as 6%. The H₂O total column precisions are a factor of 4-5 worse compared to CH₄. For nearly all cases, the H₂O precision is better than 2%.

For CO₂ which is highly variable in the troposphere, the precision strongly depends on its amount, on the albedo, and on the solar zenith angle, and varies between about 2% and 17% for solar zenith angles less than 85°. For channel 8 measurements, albedos below 0.1 correspond to ground pixels dominated by snow-covered surfaces or by water. Minimum albedos are around 0.03-0.04. The albedo values referred to in this study are derived from a database of spectral albedos (at 100 nm spectral intervals in the NIR) for sand, soil, snow, and vegetation, covering the SCIAMACHY spectral region, compiled by Guzi from various sources [see Guzi et al., 1998, and references therein] for the GOME and SCIAMACHY satellite projects. The albedo at 2300 nm is 0.49 for sand, 0.36 for soil, 0.2 for vegetation, and 0.045 for snow. The water albedo [Guzzi et al., 1996] accounts for sea surface roughness and depends on wind speed and solar zenith angle. Assuming a wind speed of 10 m/s, the albedo is 0.03 at a solar zenith angle of 10°, 0.13 at a solar zenith angle of 60°, and about 0.32 for 85°. As can be seen, the precision improves nearly proportional with albedo. This holds for all four trace gases. For CO the precision improves nearly linearly with the CO vertical column. For N₂O the scenario dependence of the precision is similar to CO₂.

The channel 8 precisions discussed refer to a retrieval using the entire channel 8. For several reasons, for example, to speed up the retrieval or to avoid interference with other components, it might be attractive or even mandatory to restrict the retrieval to smaller spectral fitting windows. For CO and N₂O the precision is roughly proportional to the inverse of the square root of the number of moderate to strong lines located in a given fitting window. The channel 8 precisions reported here are in good agreement with values presented by Schrijver et al. [1998].

These results show that SCIAMACHY can provide important information on the global distribution and variability of key atmospheric constituents. Combining the nadir total column information with the nearly simultaneous limb observations of stratospheric and mesospheric profiles by SCIAMACHY, the tropospheric columns can be derived [Hovenmann et al., 1999].


The most important greenhouse gases in the troposphere are H₂O, CO₂, CH₄, N₂O, and the CFCs (chlorofluorocarbon compounds). Similarly, clouds, aerosols and the Earth's surface spectral reflectance play important roles in global climate change.

CO₂, CH₄, and N₂O, whose total column amounts are all retrieved from SCIAMACHY observations, are specifically listed in Annex A of the protocol of the Third Conference of Parties to the U.N. Framework Convention on Climate Change held in Japan in December 1997. The international agreement reached at
### Table 3. Trace Gas Total Column Precisions (1σ) for SCIAMACHY Channel 8 Nadir Measurements.

<table>
<thead>
<tr>
<th>Atmosphere</th>
<th>Solar Zenith Angle, deg.</th>
<th>Albedo</th>
<th>CO₂, %</th>
<th>CH₄, %</th>
<th>H₂O, %</th>
<th>N₂O, %</th>
<th>Mean Radiance Noise, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TRO</td>
<td>25</td>
<td>0.20</td>
<td>2.7</td>
<td>0.1</td>
<td>0.2</td>
<td>1.9</td>
</tr>
<tr>
<td>2</td>
<td>USSc</td>
<td>40</td>
<td>0.20</td>
<td>5.1</td>
<td>0.1</td>
<td>0.4</td>
<td>2.0</td>
</tr>
<tr>
<td>3</td>
<td>USS</td>
<td>40</td>
<td>0.20</td>
<td>2.6</td>
<td>0.1</td>
<td>0.4</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>USSd</td>
<td>40</td>
<td>0.20</td>
<td>2.1</td>
<td>0.1</td>
<td>0.4</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>MLS</td>
<td>50</td>
<td>0.20</td>
<td>3.0</td>
<td>0.1</td>
<td>0.3</td>
<td>3.3</td>
</tr>
<tr>
<td>6</td>
<td>USS</td>
<td>60</td>
<td>0.03</td>
<td>16.8</td>
<td>0.8</td>
<td>2.7</td>
<td>12.3</td>
</tr>
<tr>
<td>7</td>
<td>USS</td>
<td>60</td>
<td>0.10</td>
<td>6.0</td>
<td>0.3</td>
<td>1.0</td>
<td>4.5</td>
</tr>
<tr>
<td>8</td>
<td>USS</td>
<td>60</td>
<td>0.20</td>
<td>3.2</td>
<td>0.1</td>
<td>0.5</td>
<td>2.4</td>
</tr>
<tr>
<td>9</td>
<td>USS</td>
<td>60</td>
<td>0.30</td>
<td>2.2</td>
<td>0.1</td>
<td>0.2</td>
<td>1.7</td>
</tr>
<tr>
<td>10</td>
<td>USS</td>
<td>60</td>
<td>0.20</td>
<td>0.7</td>
<td>0.1</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>11</td>
<td>USS</td>
<td>60</td>
<td>1.00</td>
<td>2.7</td>
<td>0.1</td>
<td>0.2</td>
<td>1.7</td>
</tr>
<tr>
<td>12</td>
<td>USS</td>
<td>60</td>
<td>0.20</td>
<td>5.5</td>
<td>0.4</td>
<td>1.3</td>
<td>3.9</td>
</tr>
<tr>
<td>13</td>
<td>SAS</td>
<td>80</td>
<td>0.20</td>
<td>5.7</td>
<td>0.4</td>
<td>1.2</td>
<td>4.3</td>
</tr>
<tr>
<td>14</td>
<td>USS</td>
<td>85</td>
<td>0.20</td>
<td>8.5</td>
<td>0.7</td>
<td>2.5</td>
<td>5.8</td>
</tr>
<tr>
<td>15</td>
<td>USS</td>
<td>90</td>
<td>0.20</td>
<td>60.5</td>
<td>6.2</td>
<td>25.0</td>
<td>34.8</td>
</tr>
</tbody>
</table>

Total column precisions are in columns 5-8. The atmospheric identifiers refer to the following atmospheres [McClellan et al., 1972]: TRO, tropical; USS, U.S. Standard Atmosphere; USSc, as USS but CO profile scaled with 0.5; USSd, as USS but CO profile scaled with 1.3; MLS, midlatitude summer; SAS, subarctic summer. The USS atmosphere vertical columns in Dobson units (≈2.7×10¹⁶ molecules/cm²) are CO₂, 89; CH₄, 1322; H₂O, 1.8×10¹⁵; N₂O, 246. See caption of Table 2 for the definition of mean radiance noise.

This meeting is known as the Kyoto Protocol. The Kyoto Protocol assigns each country an entitlement to emit not more than a fixed quantity of greenhouse gases during a 5-year commitment period commencing in 2008. Within the European Union, which in total committed itself to an 8% greenhouse gas emission reduction with respect to 1990 levels, the regional emission trends might differ significantly. For example, France and Finland have proposed no reduction, whereas Germany has proposed a 21% reduction and Portugal and Greece are expected to increase their emissions by about 25% with respect to the 1990 levels (H. Meyrehn, private communication, 1999).

The origin of the increase of CO₂ is assumed to be dominated by fossil fuel combustion. In comparison, the origin of the increase in CH₄ and in N₂O is not well established [Intergovernmental Panel on Climate Change (IPCC), 1995]. The CH₄ increase slowed in the early 1990s but has increased since about 1993, the reasons being still a matter of scientific discussion [Rudolph, 1994, Worthy et al., 1998].

From the above there is a clear need to monitor the anthropogenic emissions of greenhouse gases from countries or continents in order to show compliance with the agreed aims of the Kyoto Protocol and to establish the processes responsible for the changes in the abundance of other greenhouse gases. It is therefore of significance to investigate the role of global measurements of these species by SCIAMACHY or SCIAMACHY-like measurements.

From Tables 2 and 3 it can be concluded that the detection limits for total column changes of the greenhouse gases CO₂, CH₄, and N₂O are of the order of 0.5%, 1%, and 10%, respectively. This corresponds to a single measurement detection limit of 4×10¹⁰ molecules/cm² for CO₂, 4×10¹⁷ molecules/cm² for CH₄, and 7×10¹⁷ molecules/cm² for N₂O (for the U.S. Standard Atmosphere).

In this section the potential to estimate regional greenhouse gas emission fluxes from SCIAMACHY total column measurements is investigated. Inferring this information from real SCIAMACHY measurements is a complex task that has to consider the dynamics and chemistry of the Earth’s atmosphere along with the distribution of emission sources and the actual scan pattern. In this study an idealized situation with respect to the meteorological condition, the distribution of emission sources, and the scan pattern is assumed to derive lower limits of the emission flux errors taking into account the total column precisions reported in the previous section. The regional emission flux and its error is simply derived from the difference of total column measured downwind and upwind of a given area, taking into account the wind speed and the horizontal dimension. Air parcels in the boundary layer are assumed to accumulate the chemically relatively inert greenhouse
gases emitted by various sources on their passage across a given area. For a typical horizontal scale of 500 km and wind speeds between 1 and 10 m/s the accumulation time varies between $0.5 \times 10^5$ and $5 \times 10^5$ s (0.6-6 days).

The estimated energy-related CO$_2$ emissions of Germany, the United Kingdom, and Japan are 1030, 600, and 1060 Tg/yr, respectively [see Enquete Commission, 1992, and references therein]. This corresponds to an emission flux of roughly $10^{14}$ molecules/cm$^2$/s (respective areas: 350, 250, and 370 $\times$ $10^3$ km$^2$), or, to a total column increase of $0.5-5 \times 10^{19}$ molecules/cm$^2$ for the range of accumulation times given above. This corresponds to a total column gradient of 0.07-0.7% per 500 km. Assuming that the accumulation results in a constant volume mixing ratio (VMR) increase restricted to a 1 km boundary layer, this is equivalent to a VMR change by 2-20 ppm per 500 km. A comparison with the 0.5% or $4 \times 10^{19}$ molecules/cm$^2$ CO$_2$ detection limit shows that for the specified conditions the total column increase corresponding to the 500 km horizontal path is, depending on wind speed, close to or below the detection limit for a single CO$_2$ total column measurement.

This can be improved by averaging. For the following analysis, it is assumed that the detection limit improves proportionally with the square root of the number of total column measurements added. Strictly speaking, this requires identical (but noisy) measurements to be repeated many times. This is in line with the idealized steady state situation analyzed here but may not be justified for real SCIAMACHY measurements, for example, due to emission source variability and due to the variability of the atmosphere (despite of the low variability of the trace gases investigated here, i.e., CO$_2$, CH$_4$, and N$_2$O). In this paragraph, it shall be indicated how this averaging may essentially be achieved using the real SCIAMACHY data. A detailed discussion on the best approach how to use the real SCIAMACHY measurements to derive emission fluxes is, however, out of the scope of the present study. Furthermore, this requires real data to be analyzed. In order to estimate, for a given time period and a given region, the mean emission flux and the emission trend, the Earth’s surface could be divided into regions of, for example, 500 $\times$ 500 km$^2$. For each region a representative mean CO$_2$ column can be determined and possibly also the linear trend in the CO$_2$ column, by fitting a straight line to a time series of single pixel total column measurements using, for example, several years of SCIAMACHY data. This may require a certain amount of preprocessing, for example, the subtraction of seasonal effects. The desired regionally averaged emission flux and its trend (both valid for the analyzed time period) may then be determined by solving the following problem: Given a three-dimensional (3 D) transport/chemistry model of the atmosphere (e.g., using analyzed meteorological fields) with adjustable regional emission source strength, which set of regional emission fluxes and trends (two numbers for each region) reproduces the regional mean total column and total column trend measurements (two numbers plus errors for each region) within measurement error?

Monthly averages for 500 $\times$ 500 km$^2$ regions may be generated from up to 500 individual SCIAMACHY measurements. Assuming that only 50% of these data are sufficiently cloud-free, results in 250 useful single measurements per month. Even using 50% of all pixels may require a correction algorithm that enables accurate total columns to be retrieved also for ground pixels partially covered by clouds (note the discussion related to this issue at the end of section 4). Averaging 250 measured column differences improves the detection limit by a factor of about 16 in comparison with a single measurement resulting in $0.25 \times 10^{19}$ molecules/cm$^2$. For these conditions the CO$_2$ emission signal is a factor of 2-20 larger than the detection limit, corresponding to CO$_2$ emission measurement errors between 5% (wind speed 1 m/s) and 50% (10 m/s). With respect to the 5 year nominal lifetime of SCIAMACHY these errors can, at least for the simplified steady state situation discussed here, be further reduced by up to a factor of 7 ($\approx \sqrt{2} \times 5$) resulting in regional emission flux errors of approximately 1-7% using 5 years of SCIAMACHY data.

The methane emissions of Germany and the United Kingdom due to animal farming (enteric fermentation of ruminant animals) are estimated to be 1200 and 900 Gg/yr, respectively [see Enquete Commission, 1992, and references therein]. The corresponding column increase, assuming the same conditions as for CO$_2$, is $1-10 \times 10^{16}$ molecules/cm$^2$ or 0.07-0.7%. This corresponds to a VMR increase of 10-100 ppb in a 1 km boundary layer. Using 500 $\times$ 500 km$^2$ monthly averages or, equivalently, averaging 250 measured column differences, results in emission flux measurement errors between approximately 10% (wind speed 1 m/s) and 100% (10 m/s). Using 5 years of SCIAMACHY data, these errors may be reduced to 2%-14%.

The N$_2$O total column precision of $7 \times 10^{17}$ molecules per cm$^2$ for a single measurement corresponds to a VMR increase in a 1 km boundary layer of 290 ppb. The background tropospheric N$_2$O VMR is 311 ppb (1997) and increases by about 0.2% per year [Nakazawa et al., 1997]. N$_2$O has a long tropospheric lifetime and is well mixed. The spatial and temporal variability is generally less than a few ppbv. Averaging 250 column differences for an area of 500 $\times$ 500 km$^2$ reduces the detection limit to about 18 ppbv. This, however, in general, seems not to be sufficient to measure regional N$_2$O emissions with acceptable accuracy.

The emission flux errors estimated in this section have to be interpreted as lower limits as only noise has been accurately considered, that is, the final errors of the real
measurements are expected to be larger. In practice, the most accurate assessment of emission fluxes from real SCIAMACHY measurements may be achieved using two-dimensional emission source strength distributions and 3-D transport and chemistry models of the atmosphere.

7. Conclusions

The first detailed investigation concerning atmospheric trace gas retrieval from space using SCIAMACHY near-infrared nadir radiance measurements around 2 μm has been presented. A modified DOAS algorithm (WFM-DOAS) has been introduced to be used for the global determination of trace gas total column amounts. It has been shown that the retrieval problem is sufficiently linear to apply a fast linear least squares algorithm based on a relatively small look-up-table of precalculated radiance and weighting function reference spectra. The algorithm is quite insensitive to uncertainties in interfering atmospheric or surface parameters such as pressure, temperature, interfering trace gases, aerosols, and albedo. In addition, the algorithm is insensitive with respect to broadband residual calibration errors.

The total column retrieval precisions of the trace gases CH4, CO, CO2, H2O, and N2O for SCIAMACHY channels 7 and 8 nadir measurements have been estimated for a variety of conditions. They are, in general, better than 1% for H2O, CO2, and CH4 and better than 10% for N2O and CO.

The spectral regions around 2.2 and 2.3 μm, covered by channel 8 and investigated in this study, are also covered by the MOPITT gas correlation instrument launched in December 1999 on board EOS Terra. The estimated retrieval precisions of the MOPITT CO and CH4 total column measurements are similar as the values established here for SCIAMACHY, that is, about 10% for CO and 1% for CH4 [Pan et al., 1998].

The potential of SCIAMACHY to measure regional CO2 and CH4 emission fluxes has been investigated assuming simplified conditions with respect to atmospheric dynamics, scan pattern, and source variability. The estimated (best case) errors indicate that the total column measurements of SCIAMACHY in combination with 3-D source/sink transport/chemistry models of the atmosphere might contribute to the assessment of Kyoto Protocol compliance. This, however, needs further studies based on real SCIAMACHY measurements.

The important problem of trace gas total column retrieval using partially cloud-contaminated ground pixels also needs to be investigated in a separate study especially to maximize the information obtained about long-lived tropospheric species such as CO2, CH4, and N2O, which have small variability.
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